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Abstract: Teaching quality evaluation system is a multi-level and multi-target complex issue, with numerous evaluation 

indexes, and to take all evaluation indexes as input of neural network would cause complex structure of neural network, 

thus affecting the performance of teaching quality evaluation system. This paper has proposed a teaching quality evalua-

tion method based on AHP-BPNN. Firstly, the AHP is used to sort importance of evaluation index system, and then indi-

cators that have an important impact on evaluation results are filtered out as input of BPNN, and finally, evaluation model 

is established using NN. Simulation experiment is made in the case of "Data Structure" in Fuyang Normal College, and 

the simulation results show that, AHP-BPNN not only simplifies the structure of the neural network, but also improves the 

evaluation accuracy and efficiency of the teaching quality, thus it is a feasible and effective method of teaching quality 

evaluation. 
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1. INTRODUCTION 

Teaching quality evaluation is a crucial part of teaching 
quality management in school, and the evaluation of the 
teaching quality can promote the reform of teaching method 
and content [1], improving quality and level of teaching. 
However, the teaching quality evaluation is a tedious statisti-
cal process of heavy workload, thus to make scientific and 
accurate evaluation of the teaching quality is a difficult issue 
which is also worthy of study [2, 3]. 

Teaching quality evaluation has been valued by the ma-
jority of universities and educational management, and the 
artificial methods are used in traditional evaluation methods. 
With strong subjectivity, its evaluation precision is relatively 
low, unable to fully reflect the true level of teaching quality 
[4]. Subsequently, there has been the teaching quality 
evaluation of expert system, which has improved the accu-
racy of teaching quality evaluation to some extent, but the 
teaching quality assessment is a multi-target and multi-level 
evaluation, involving many indicators and contents, and 
choices of evaluation index are affected by personal prefer-
ences, level of education and other factors [5]. It is difficult 
to exclude the error caused by human factors, leading to 
strong subjectivity and low reliability in evaluation results. 
In recent years, with the rapid development of information 
technology, the teaching quality evaluation methods appear 
based on multiple linear regression, partial least squares, 
support vector machines, neural networks and others [6, 7].  

Multiple linear regression and partial least square is to 
make evaluations based on linear relationship, unable to best 
approximate nonlinear problems. The relationship between  
 

 
 

 

evaluation indexes of teaching quality and between the 
evaluation results complex is complex and nonlinear, thus 
the linear evaluation method is limited in applications. Sup-
port vector machine is used for small sample. When the 
sample is large, the training time is long, and the operating 
efficiency is low. However, artificial neural network has 
merits of nonlinearity, real-time optimization, intelligent 
learning, etc., thus it becomes the main method of automatic 
evaluation of teaching quality currently. 

In order to further improve the accuracy of the teaching 
quality, an AHP-BPNN teaching quality evaluation method 
is proposed [8]. Simulation results show that compared to 
other evaluation methods, AHP-BPNN effectively improves 
the evaluation accuracy of teaching quality, and the evalua-
tion results can better reflect the authenticity of teachers' 
teaching level [9, 10]. 

2. TEACHING QUALITY EVALUATION MODEL 
BASED ON AHP-BPNN 

2.1. Building of Teaching Quality Evaluation System 

Teaching quality assessment is subject to a variety of fac-
tors, such as teaching method, teaching attitude, teaching 
content, classroom management, teaching effectiveness, thus 
scientific and accurate establishment of teaching quality 
evaluation system is the basis to obtain the evaluation results 
of high accuracy. Through systematic analysis and experts' 
commentary, with reference to the relevant literature and 
research, and AHP is used to establish teaching quality 
evaluation system shown in. 

As can be seen from Fig. (1), the evaluation index do-
main V = (teaching method, teaching attitude, teaching con-
tent, teaching effect), and each evaluation index includes a 
plurality of sub-indexes. Teaching quality evaluation is di-
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vided into five grades: excellent, good, middle, poor and 
worse. 

2.2. AHP Index Screening 

(1) Construction of comparison matrix of indicator 

Construction of comparison matrix of indicator is a key 
step on AHP. To reduce the influence of subjective factors, 
comparison between the two items of teaching quality 
evaluation index is made, and judgment matrix A is con-
structed, and element values in matrix A indicate the relative 
importance of evaluation index on teaching quality evalua-
tion results. In this paper, determination is made by joint 
rating from teaching departments and experts who are famil-
iar classroom teaching quality, and assignment standard of 
elements in judgment matrix is as shown in Table 1. 

Table 1. Assignment standard of elements in comparison 

matrix. 

Assignment (wi / wj) Explanation 

1 
Indicates that two indicators have the same 

importance 

3 
Indicate that index Vi is slightly more impor-

tant than Vj 

5 
Indicate that index Vis is clearly more im-

portant than Vj 

7 
Indicate that index Vi is strongly more im-

portant than Vj 

9 
Indicate that index Vi is extremely more 

important than Vj 

(2) Weight computing of evaluation index and consis-
tency check  

Based on the evaluation-factors index matrix, first of all, 

we can obtain W through max
AW W= , then performing 

normalization processing, and the relative importance 

weights of corresponding index to the previous level are ob-

tained, and finally, we conduct consistency check of com-

parison matrix. 

The relative importance of the same level to the overall 
evaluation results of teaching quality is calculated to figure 
out comprehensive weight, and then consistency check is 
performed in comparison matrix from higher to lower layers. 

Finally, evaluation index is sorted according to the 
weight of teaching quality indicator [11]. 

(3) The sieving of important index 

According to the order of affecting weight of teaching-
quality final evaluation results for each index, unimportant 
index is excluded, and the relatively important index is 
screened as input of BPNN to reduce the input dimension of 
neural network, simplifying network results, so as to speed 
up the learning speed of neural networks, thus improving 
accuracy and efficiency of teaching quality evaluation. 

2.3. BPNN Model 

BPNN is an error back-propagation neural network, con-
stituted of input layer, hidden layer and output layer, becom-
ing the most widely used artificial neural network. 

Output of BPNN input layer is [12]: 

(1) ( )jO x j=                (1) 

Input and output of NN hidden layer is: 
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Fig. (1). Index system of teaching quality evaluation. 
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Input and output of network output layer: 
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Activation function of neuron in output layer approached 

by non-negative Sigmoid function is: 
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Gradient descent algorithm is adopted to determine the 
threshold and weight of BPNN, so that the mean square error 
indicators of teaching quality evaluation can reach the mini-
mum. 

2.4. AHP-BPNN Teaching Quality Evaluation Process 

(1) According to the actual requirements of the expert 
system, the front line teachers and teaching quality evalua-
tion, AHP is employed to establish the stratified index sys-
tem architecture of teaching quality evaluation. 

(2) AHP is used to calculate comprehensive weight of 
teaching evaluation index, and sorting is conducted accord-
ing to the importance of the index weights. 

(3) Based on the evaluation index weight, and using the 
screening method, evaluation index that has a major impact 
on the results of teaching quality evaluation is chosen. 

(4) According to the evaluation index screened by AHP, 
the number of neurons in BPNN output layer is determined, 
and the gradation of teaching quality evaluation is taken as 
the output of model. The number of neurons in the hidden 
layer can be determined by the method of gradual growth, 
thus determining topology of BPNN model. 

(5) Normalization processing of index is performed to 
eliminate the adverse effects dimensional differences of in-
dex. 

(6) BPNN parameters are initialized, and adequate sam-
ple of teaching quality evaluation is selected, and then train-
ing and learning is conducted using BPNN, in order to estab-
lish the teaching quality evaluation model. 

(7) The established evaluation model is employed to 
evaluate teachers' teaching quality to be evaluated, with 
evaluation results output, and its performances are analyzed. 
AHP-BPNN teaching quality evaluation process is shown in 
Fig. (2). 

3. THE APPLICATION OF AHP-BPNN IN TEACHING 
QUALITY EVALUATION 

3.1. Data Sources 

To test the performance of teaching quality assessment 
based on AHP-BPNN algorithm, simulation experiment is 
made in the teaching quality evaluation data of "Data Struc-
ture" in Heilongjiang Bayi Agricultural University. With a 
total of 5000 data collected, the data is divided into two 
parts, in which 4000 data are randomly selected as the train-
ing sample set, and the remaining 1000 data are taken as the 
test sample set. Each data includes a total of 14 evaluation 
indicators, and the teaching quality assessment results are 
divided into five grades: excellent, good, middle, poor, 
worse, represented by 1,2,3,4 and 5 respectively. Part of the 
data is shown in Table 2. 

3.2. Model Implementation 

Firstly, the weight of teaching quality evaluation index is 
determine using AHP, and screening is conducted based on 
weights so as to obtain five indicators of teaching purposes 
[13], teaching tools and means; processing of difficult and 
focal points; completion of teaching plan; students' grasp of 
teaching content and so on. Then, normalization processing 
of these five indicators is carried out, and the normalized 
data and the actual results of the evaluation are formed into a 
new data set [14]. The training sample is input to BPNN for 
training, the training process shown in Fig. (3) [15, 16]. 

 

Fig. (2). AHP-BPNN teaching quality evaluation processes. 
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Test data of teaching quality in Anhui Vocational and 

Technical College are evaluated using the best established 

teaching quality evaluation model [17], and the obtained eva-

luation accuracy arrives at 98.5%, with very high precision, 

and the results show that, teaching quality assessment method 

based on AHP-BPNN in this paper is effective and feasible. 

3.3. Comparison with Performance of Other Evaluation 

Models 

In order to detect the strengths and weaknesses of per-
formance of evaluation models, comparative experiments are 
made in models of BPNN, AHP, MLR and AHP-MLR, and 
evaluation accuracy is taken as measure of the model, con-
trasting results shown in Table 3. 

From contrasting results in Table 3, the accuracy of 
evaluating teaching quality with combined model AHP-MLR 
and AHP-BPNN is higher than that of single model, which is 
mainly because the combined model uses the advantages of 
single model, realizing the complementary advantages, 
which has effectively improved the accuracy evaluation of 
teaching quality. 

Table 3. Comparison of performance of each evaluation 

model. 

Evaluation Model Precision 

MLR 85.6% 

AHP 89.7% 

BPNN 92.9% 

AHP-MLR 91.3% 

AHP-BPNN 98.5% 

At the same time, the chart 3 shows that the evaluation 
results of BPNN are better than those of MLR and AHP, 
which is mainly because the modeling of neural network is 
conducted based on nonlinearity, with capabilities of intelli-
gent learning and classification, while MLR and AHP is 
based on linear modeling, the non-linear relationship that 
fails to reflect the teaching quality evaluation index and 
evaluation rating very well. Therefore, BPNN is superior to 
other linear models. 

Table 2. The teaching quality evaluation data of "data structure" in heilongjiang bayi agricultural university. 

No. x1 x2 x3 x4 … x14 y 

1 92 90 87 94 … 92 1 

2 74 67 60 64 … 69 4 

3 97 96 93 90 … 95 1 

4 88 90 90 82 … 98 1 

5 82 87 85 88 … 85 3 

6 93 95 97 90 … 95 1 

7 81 83 85 88 … 89 2 

8 83 82 84 88 … 85 2 

9 52 50 57 54 … 52 5 

… … … … … … … … 

500 89 80 85 84 … 87 2 

 
Fig. (3). Learning process of BPNN. 



The Evaluation Model of "Sunshine" Sports The Open Cybernetics & Systemics Journal, 2015, Volume 9     2857 

Furthermore, AHP-BPNN has the most accurate evalua-
tion, indicating that the use of AHP to analyze evaluation 
index and to select the most important indicator of the 
evaluation results, and then the use of BPNN with strong 
non-linear predictive ability to implement teaching quality 
evaluation has made the best of strengths of both, and the 
both has sped up the efficiency and precision of teaching 
quality evaluation, able to conduct possible to effective clas-
sification and evaluation of teaching quality [17]. 

4. CONCLUSION 

As for the issue of teaching quality evaluation, a method 
of teaching quality evaluation based on AHP-BPNN is pro-
posed and performance testing is performed through simula-
tion experiments, and the following conclusions are ob-
tained. The use of NN to evaluate complex the teaching qual-
ity and use of AHP to screen the importance index not only 
simplifies the model structure of the neural network, while 
improving the evaluation accuracy of teaching quality, 
thereby dramatically reducing computation time of model 
and improving operational efficiency of teaching quality 
evaluation system. Simulation results show that for evalua-
tion of teaching quality based on AHP-BPNN model, the 
evaluation results are more scientific and accurate, with good 
prospects in teaching management. 
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