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        Abstract



        For the purpose of solving the flexible job-shop scheduling problem (FJSP), an improved quantum genetic algorithm based on earliness/tardiness penalty coefficient is proposed in this paper. For minimizing the completion time and the job-shop cost, a simulation model was established firstly. Next, according to the characteristics of the due in production, a double penalty coefficient was designed and a double chains coding method was proposed. At last, the effectiveness of the proposed method is verified through being applied to the Kacem example and compared with some existing algorithms.
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      1. INTRODUCTION


      Flexible Job-shop Scheduling Problem (FJSP) is the extension of Job-shop Scheduling Problem (JSP). Because FJSP can break the limit of the machines and the fixed process route, it is closer to the actual production. Thus, it is adopted more widely than the common JSP in production. The domestic and foreign scholars have studied FJSP with various methods and achieved corresponding results. FJSP was proposed by Bucker and Schlie [1] in 1990. Falkenauer and Bouffoulx [2] studied the heterogeneous vehicle routing problem with genetic algorithm, a novel crossover operator was applied to the coding to obtain optimal solution. Reeves [3] used the genetic algorithm to solve the optimal scheduling in the flow shop. The experimental results show that the genetic algorithm is better than the simulated annealing algorithm in the complicated situation. Murata [4] proposed a novel genetic algorithm to minimize the production style, minimize the total delay time and flow time for solving the FJSP in the flow shop. Huang Ming [5] studied the parallel machine scheduling problem with process constraint. Xiong Hegen [6] solved the Dynamic Job-Shop Scheduling with the concept of generalized correlation between processes. Xie Zhiqiang [7] proposed a novel scheduling algorithm. It identified the key route through decomposing the product processing tree for the method, and the product processing tree is segmented according to the fork point process. Although the above intelligent algorithms for solving job-shop scheduling problem are simple and robust, there are some shortcomings such as premature convergence and easy to fall into local optimum. Besides, the analysis and comparison of convergence about the factors influencing the result are not enough. Considering the disadvantages of the existing algorithms, this paper proposes an improved double chains quantum genetic algorithm (IDCQGA) on the basis of the research on particle swarm algorithm. Firstly, the paper establishes a multi-objective FJSP mathematical model according to different constraints. Secondly, the paper analyzes the quantum state vector and state vector superposition, then puts forward the chaotic local optimization strategy and improved method of quantum rotating angle to make up for the disadvantages of weak local search ability and premature convergence in the late. At last, the simulation results of four classical JSP and instance demonstrate that the proposed novel method can improve the efficiency of iterative search and obtain more non-dominated solutions than the existing algorithms.

    


    
      2. MODEL OF FUZZY MULTI-OBJECTIVE FJSP


      
        2.1. Problem Description


        FJSP is described as follows: there are N workpieces to be processed and M machines in workshop, each workpiece i(i ε ({1,2,N}) includes ni (ni >= 1) processes, and the process should be processed with the specified route. Rij means the jth(j ε {1,2,… ni}) process of workpiece i, Mij(Mij ⊆ {1,2… ,M}) means the machine set, each Rij may be processed by any machine m(m ε {1,2…,Mij}) with processing capacity, and m can process different workpieces [8]. The performance of different machines m makes the completion time different for Rij.

      


      
        2.2. Objective Function


        The objective of FJSP is to select the suitable machine for each process and determine the optimum processing sequence, so that it can minimize the earliness/tardiness. If the workpiece is completed ahead of schedule in fuzzy FJSP, it can lead to the increasing of inventory cost and the delay for other workpieces. The objective function is established as follows:


        To minimize the maximum completion time:
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            	(1)
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            	(2)
          

        


        To minimize machine load:
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            	(3)
          

        


        To minimize total cost:
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        In formula (1), F means the total completion time of all the machines, which acts as an important index to measure the machine load. In formula (2), Fm means the total completion time of machine m, bijm means the start time of Rij in m, tijm means the processing time of Rij in m, Sijm takes the value of either 1(processed in machine m) or 0(not). In formula (3), f3 means the total load of all the machines. In formula (4), C means the total costs of workpiece i, Mi means the commodity cost of workpiece i, Cijm means the processing cost of Rij in m. In formula (5) µijm, Vijm and mean the labor cost and machine cost of Rij in m respectively.

      


      
        2.3. Constraint Conditions


        
          2.3.1. Process Constraint


          The sequence constraint in the same workpiece, where Sijm= Si(j-1)m=1:
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              	(6)
            

          

        


        
          2.3.2. Machine Constraint


          The same machine can only do one process at the same time, that is to say, [image: ] if at the moment of t, then there mustn’t be Sxym=1.

        


        
          2.3.3. Continuity Constraint


          Rij can’t be interrupted in the processing, in formula (7), cijm means the completion time of Rij.


          
            
              	[image: ]

              	(7)
            

          

        

      


      
        2.4. Description of Fuzzy Delivery


        Assuming the fuzzy number [image: ] is the convex normal fuzzy set on the real axis R, fuzzy number [image: ] needs to meet the following two conditions: [image: ] (1) is the convex fuzzy set in the domain X; (2) [image: ], m1 < m2.


        The trapezoidal fuzzy number [image: ] means the fuzzy delivery of the workpiece.


        is described as formula (8):
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            	(8)
          

        


        µ(ti) imposes the completion time satisfaction of the workpiece i.

      

    


    
      3. IMPROVED QUANTUM GENETIC ALGORITHM


      Quantum genetic algorithm (QGA) realized the diversity and parallelism of the population through replacing the chromosome coding with quantum bits probability amplitude and searching with the quantum gates. This paper proposed improved double chains quantum genetic algorithm (IDCQGA) because of there being shortcomings of complex encoding and decoding with QGA.


      
        3.1. Improvement of Quantum Rotation Angle


        The improved quantum rotation angle is divided into two parts which are deflection and direction of rotation. The data of each qubit is as follows: f(xi) says the fitness of quantum individual xi, wij says the angle of probability amplitude, K1, K2,…, Kn say the first n elite individual with the highest fitness in the current state, wn0j says the jth qubit angle of the nth elite individual. The paper proposed an improved method for the rotation angle of qubit combining the chaos theory. The specific steps are as follows:


        Step 1: Initialize the parameters. Make j=1 and generate the initial value by the Logistic equation;


        Step 2: Calculate the direction of the rotation angle. K1 says the optimal elite individual and meets [image: ], the direction of the rotation is shown in formula (9):
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            	(9)
          

        


        sgn() says the symbol function, αi,jβi,j say the probability amplitude of the jthqubit, K1j says the value of the jth qubit in K1;


        Step 3: Calculate the deflection of the rotation angle guided by the elite quantum;


        Step 4: Calculate the chaos perturbation of the qubit, i.e.
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            	(10)
          

        


        Step 5: Calculate the rotation angle of the qubit, and the positive or negative value is decided by the direction of rotation, i.e.
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            	(11)
          

        


        Step 6: Judge whether the calculation for the qubit is completed, if the calculation is not completed, it will make j=j+1 and turn to Step 2.

      


      
        3.2. Chaotic Local Search Strategy


        Chaos operator can unify the deterministic and stochastic, its criterion of quantitative is Lyapunov index.


        Assume that there are an initial x0 and its adjacent point x0 + δ0 , the distance between the two points is as follows after one iteration:
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            	(12)
          

        


        and the distance between the two points is as follows after n iterations:


        
          
            	[image: ]

            	(13)
          

        


        if n → ∞, formula (13) may change into:
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        λ is Lyapunov index, the larger a is, the stronger chaotic of system is. λ=0 is the bifurcation point of the system from motion state to the chaotic state.


        In order to avoid falling into local optimization for the particle swarm, it will use chaotic operator to optimize the global optimal solution in each generation. The specific steps are as follows:


        Step 1: Generate the initial chaotic variable λi0 according to Logistic, in which:


        [image: ]


        Step 2: Calculate the chaotic variable λi(t+1) of next generation;


        Step 3: Change the chaotic variable λi(t+1) into xi(t+1) which is position vector and the principle of conversion is shown in formula (15),
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            	(15)
          

        


        mi and ni are constant;


        Step 4: Calculate the fitness of Xi(t+1), if it is better than the current global optimal solution or has reached the maximum number of iterations, xi(t+1) should be output; otherwise, it will turn to Step 2.

      


      
        3.3. Non Dominated Sorting


        It is difficult to obtain the optimal solution which will meet all the objectives for FJSP. A sorting method of non dominated is proposed based on the fuzzy theory, and the method realizes the classification depending on the parameters Np and np of individual p in population S, the specific steps are as follows:


        Step 1: Initialize the parameter set Np which includes all the individuals dominated by p and make Np= Ø


        Step 2: Initialize the variable np and np means the number of individuals which can dominate p;


        Step 3: Calculate dominance relationship, p, q ε S, if p can dominate q, then Np=Np U{q}, else if q can dominate p, then np=np+1; if np=0, then p is a non-dominated individual, denoted as pr=1, and p joins R1, that is to say R1=R1 U{p};


        Step 4: Q means the set of residual individuals, making i=1, when Ri ≠ ∅, Q = ∅. If q ε Np, then nq= nq-1, else if nq=0, then qr=i+1; make [image: ], i=i+1, Ri=Q;


        Step 5: Judge whether Ri is empty or not, if it is empty, the calculation will stop, otherwise, it will turn to Step 4.


        In order to maintain the diversity of the population, the selection is made according to the crowding distance of the chromosomes based on non dominated sorting.


        D. Description of improved algorithm


        Step 1: n chromosomes produced by the double chains quantum coding scheme make up the initial population;


        Step 2: Decoding of the chromosome based on some constraint conditions;


        Step 3: Non dominated sort and calculate crowding distance towards population;


        Step 4: Solve the fitness value of each chromosome, record the contemporary optimal solution Xgb and the current optimal solution Xb;


        Step 5: Execute mutation by Hadamard towards each chromosome according to mutation probability to obtain new population T;


        Step 6: If it meets the conditions for convergence or has reached the maximum number of iterations, turn to Step7; otherwise adding 1 to iterations and turn to Step 2;


        Step 7: Output the current optimal solution Xb and the corresponding fitness function.


        
          Table 1

          Comparing with different algorithms to kacem.



          
            
              
                	n × m

                	Obj

                	AL+CGA

                	PSO+TS

                	IPSO

                	IDCQGA
              


              
                	

                	

                	Sol1

                	Sol2

                	Sol1

                	Sol2

                	Sol1

                	Sol2

                	Sol3

                	Sol1

                	Sol2

                	Sol3

                	Sol4
              

            

            
              	4'5

              	Tx

              	16

              	

              	11

              	

              	11

              	12

              	13

              	11

              	11

              	12

              	11
            


            
              	

              	Mt

              	34

              	

              	32

              	

              	31

              	31

              	33

              	31

              	30

              	31

              	32
            


            
              	

              	Mx

              	10

              	

              	10

              	

              	10

              	8

              	7

              	9

              	10

              	8

              	8
            


            
              	10'10

              	Tx

              	7

              	

              	7

              	

              	8

              	6

              	7

              	7

              	6

              	7

              	6
            


            
              	

              	Mt

              	45

              	

              	43

              	

              	41

              	42

              	41

              	40

              	41

              	41

              	42
            


            
              	

              	Mx

              	5

              	

              	6

              	

              	6

              	5

              	5

              	6

              	6

              	5

              	5
            


            
              	15'10

              	Tx

              	23

              	

              	11

              	

              	11

              	11

              	

              	10

              	10

              	

              	
            


            
              	

              	Mt

              	95

              	

              	93

              	

              	90

              	91

              	

              	90

              	91

              	

              	
            


            
              	

              	Mx

              	11

              	

              	11

              	

              	11

              	10

              	

              	11

              	10

              	

              	
            

          


        

      

    


    
      4. ANALYSIS AND VERIFICATION


      In this paper, the classic Kacem [9] example was selected and performed 20 times with Matlab7.0 independently. Solved the three standard problems of Kacem (4 workpieces 5 machines, 10 workpieces 10 machines, 15 workpieces 10 machines) with IDCQGA and compared with existing algorithms such as AL+CGA [9], PSO+TS [10] and IPSO [11]. The result is shown in Table 1, including completion time (Tx), total load to the machines (Mt); maximum load in balancing the load of the machines (Mx). It can be known from Table 1 that the proposed IDCQGA may obtain more non-dominated solutions. The proposed penalty coefficient is not evenly distributed with the change of the delivery time, which can be obtained through the formula (10) and (11). Aiming at minimizing the process time, penalty value, machine load and total cost to optimize the objective using the propose IDCQGA. Fig. (1) is the Gantt chart of the solution (10, 91, 10) in 1510 example.


      The results in Table 2 are average value after running 50 times with IDCQGA, PSO [10] and IPSO. It can be known from the results that the optimal solution and average solution with the proposed algorithm are better than those of PSO, IPSO.


      [image: ]
Fig. (1)


      Gantt chart of solution (10, 91, 10).


      
        Table 2

        Comparing with different algorithms to kacem.



        
          
            
              	Objective

              	PSO

              	IPSO

              	IDCQGA
            


            
              	Opt Solution

              	Avg Solution

              	Opt Solution

              	Avg Solution

              	Opt Solution

              	Avg Solution
            

          

          
            	Process time

            	1198

            	1246

            	1105

            	1148

            	1008

            	1076
          


          
            	Process cost

            	1380

            	1428

            	1296

            	1378

            	1015

            	1149
          


          
            	Penalty

            	231

            	246

            	216

            	230

            	172

            	193
          

        


      

    


    
      CONCLUSION


      The mathematical model of multi-objective FJSP was established according to the different constraints. The coding method of double chains was proposed on the basis of initializing the machine distribution chain with the method of quasi level uniform design and heuristic initializing the process chain. The non dominated sorting strategy and crowding distance selection strategy were introduced based on the fuzzy set theory. The uniformly distributed earliness / tardiness penalty coefficient was designed. Finally, the proposed algorithm was verified to be effective through comparing with other algorithms towards Kacem example.
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