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Abstract: This paper presents an efficient authentication method for JPEG images based on Genetic Algorithms (GA). 

The current authentication methods for JPEG images require the receivers to know the quantization table beforehand in 

order to authenticate the images. Moreover, the quantization tables used in the JPEG compression are different for differ-

ent quality factors, thus increasing the burden on the receivers to maintain several quantization tables. We propose a novel 

GA-based method which possesses three advantages. First, the computation at the receiver end is simplified. Second, it is 

no more required for the receivers to maintain quantization tables. Third, the method is resistant against Vector Quantiza-

tion (VQ) and Copy-Paste (CP) attacks by generating the authentication information which is unique with respect to each 

block and each image. Furthermore, we develop a two- level detection strategy to reduce the false acceptance ratio of in-

valid blocks. Experimental results show that the proposed GA-based method can successfully authenticate JPEG images 

under variant attacks.  
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1. INTRODUCTION 

 Digital images are transmitted more often over the Inter-

net now than ever before. Unfortunately, free-access digital 

multimedia communication provides virtually unprecedented 

opportunities to pirate copyrighted material. Due to wide 

availability of image manipulation software, digital images 

suffer from different kinds of attack, such as modification 

and removal of the content. Therefore, the tasks of detecting 

and tracing copyright violations have stimulated significant 

interests among engineers, scientists, lawyers, artists, and 

publishers, to name a few. As a result, the research in wa-

termark authentication has become very active in recent 

years, and the developed techniques have grown and been 

improved a great deal. 

 Authentication of digital images can be carried out in two 

ways: digital signature and digital watermarking [1-3]. A 

digital signature, such as hash value, which is a crypto-

graphic technique, has two drawbacks in authenticating im-

ages. First, in order to check the authenticity, the verifier 

must know the digital signature beforehand, so the sender 

has to send it through a separate secure communication 

channel. This generates an overhead on bandwidth. Second, 

although digital signatures authenticate the images, they fail 

to locate which parts of the images were altered. One way of 

achieving tamper localization is dividing the image into 

blocks and sending the digital signature associated with each 

block to the receiver. However, this increases the overhead 

on bandwidth.  
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 Digital watermarking is categorized into three types: ro-

bust, fragile, and semi-fragile. Robust watermarking [1, 3] is 

used to protect the copyright of digital media. Such a water-

mark stands with the image even after signal processing op-

erations, such as compression, translation, and rotation, are 

applied on the image. Fragile watermarking [1, 3-6] on the 

other hand becomes invalid even if the image is slightly 

modified. This feature allows us to verify the authenticity of 

digital images. Semi-fragile watermarking [1, 3, 7-9], which 

comes in between robust and fragile, can distinguish be-

tween malicious (such as cropping, modification, etc.) and 

non-malicious attacks (such as compression, smoothing, 

etc.).  

 In general, there are two ways to perform digital water-

marking: one is in spatial domain and the other is in 

frequency domain [1, 3]. Spatial-domain techniques are 

simple as they embed the watermark directly into the pixels, 

such as Least-Significant-Bit (LSB) modification. The 

disadvantage is that the attacker can easily detect the 

watermark. On the other hand, frequency-domain approaches 

involve complex calculations, but they enhance the data 

security as compared against spatial-domain techniques. 

Such approaches first apply Discrete Fourier Transform 

(DFT), Discrete Cosine Transform (DCT), or Discrete 

Wavelet Transform (DWT) to transform the image data from 

spatial domain to frequency domain, and then embed the 

watermark into the frequency-domain coefficients.  

 Most of fragile watermarking methods for image authen-

tication have been designed for authenticating uncompressed 

images [4-6, 9]. Even though they have the advantage of 

recovering the tampered blocks in addition to tamper local-

ization, their storage space and bandwidth required to trans-

fer an uncompressed image are very high. As JPEG com-
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pression is a widely-used image format, several authentica-

tion methods for JPEG images [7, 8, 10, 11, 13] have been 

proposed.  

 Lin and Chang [8] designed a semi-fragile watermarking 

system for authenticating JPEG visual content using two 

invariant properties of DCT coefficients. Ho and Li [7] pro-

posed a semi-fragile watermarking scheme for authentication 

of JPEG images using nine-neighborhood block considera-

tion to provide block dependency. This scheme is tolerant to 

JPEG compression to a pre-determined lowest quality factor. 

Li [10] proposed a fragile watermarking scheme for authen-

tication of JPEG images by considering all the DCT coeffi-

cients of each block. Wang et al. [11] proposed a fragile wa-

termarking method for authentication of JPEG images that 

generates the watermark using the initial values of the quan-

tized DCT coefficients as an input to the chaotic system and 

embeds the watermark into the LSB of the quantized DCT 

coefficients. As each block is watermarked individually (i.e. 

using only the information present in that block), the method 

suffers from Copy-Paste (CP) [4] and Vector Quantization 

(VQ) [12, 14] attacks. Note that all the above methods re-

quire the receivers to know the quantization tables before-

hand for image authentication.  

 Fig. (1) shows the often-used JPEG procedure to com-

press an image. It involves splitting an input image into 

blocks of size 8 8, DCT, quantization, entropy coding, etc 

[11]. As aforementioned, the existing fragile and 

semi-fragile watermarking methods [7, 8, 10, 11] need the 

receiver to know the quantization table beforehand to 

authenticate the image. As different JPEG quality factors use 

different quantization tables, the receiver has to maintain a 

lot of quantization tables. We intend to overcome this prob-

lem to allow the receiver to authenticate the image irrespec-

tive of the quality factor and the quantization table used in 

creating the watermarked image. In this paper, we propose a 

GA-based method that can adjust the image such that the 

modified image after JPEG compression contains the 

authentication information in the DCT coefficients of each 

block to authenticate the image. Furthermore, the generation 

of authentication information guarantees the uniqueness with 

respect to each block (depending on block position) and each 

image for thwarting the CP and VQ attacks. 

 

Fig. (1). The JPEG procedure. 

 The rest of this paper is organized as follows. Section 2 

presents the GA-based watermark embedding method. Sec-

tion 3 describes the authentication procedure. Section 4 

shows experimental results. Finally, conclusions are drawn 

in Section 5. 

2. THE GA-BASED WATERMARK EMBEDDING 

METHOD 

2.1. The Overall Watermark Embedding Procedure 

 The block diagram of the GA-based watermark embed-

ding procedure is shown in Fig. (2). Each step is briefly de-

scribed below and will be explained in more details in later 

sections. Let A be an original grayscale image of size N  N, 

where N is a multiple of 8. Let the quality factor of JPEG 

compression be denoted as QF. 

 
 

Fig. (2). The overall watermark embedding procedure. 

 Stepe 1. As JPEG uses blocks of size 8  8, we divide the 

image A into a set of 8 8 blocks, named 

{ ( , ) |  , 1, 2, , / 8}b i j i j N= , where i and j respectively 

denote the row and column numbers of the block. Mark each 

block ( , )b i j with a number X by traversing the blocks in 

the image from top-to-bottom and left-to-right as  

( , ) ( 1) ( / 8) ( 1)X i j i N j= + . (1) 

 Stepe 2. Apply a chaotic map [4] to transform the block 

number X into a new mapping block number X  as 

( , ) {( ( , )) mod } 1X i j k X i j M= +
, 

 
(2) 

where M = N/8  N/8 as the total number of blocks in the 

image, X, X   [0, M–1], and k  [2, M–1] (a secret 

key) is a prime number. Note that if k is not a prime number, 

the one-to-one mapping cannot be achieved. 

 Stepe 3. For each block ( , )b i j , we generate the authen-

tication information which will be described in Section 2.2. 

 Stepe 4. For each block ( , )b i j , we adjust its values us-

ing GA [15], so the modified block ( , )b i j  after JPEG 

compression contains the authentication information gener-

ated in step 3 in the LSB of integer part of five upper-left 

DCT coefficients as shown in Fig. (3).  

 Stepe 5. Combine all modified blocks ( , )b i j  to gener-

ate a modified image B. 

 Stepe 6. Compress the modified image B using JPEG 

compression with QF to obtain the watermarked image C. 

2.2. Authentication Information Generation 

 In order to thwart the CP and VQ attacks, the authentica-

tion information needs to be unique per block and per image. 

Fig. (4) illustrates the authentication information generation. 

The chaotic-map block number ( , )X i j , computed in Sec-
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tion 2.1, is unique to each block. We considered 16 bits for 

( , )X i j to support larger images i.e. with 8 bits we can only 

number 256 blocks which is suitable for images of size up to 

128 128. The 11-bit clock information is obtained by using 

the bit-XOR ‘ ’ (i.e., bitwise exclusive-or) operation of six 

elements of image capture identity (which was recorded in 

the image header): year, month, day, hour, minute, and sec-

ond. We attach the 11-bit information to the end of 16-bit 

stream of ( , )X i j  to generate the 27-bit block signature. 

Finally, the 5-bit authentication information is computed by 

subjecting the 27-bit block signature to CRC-5 checksum. 

As we are going to embed the authentication information in 

the low-level DCT coefficients, the choice of more than five 

bits will increase the computation load on GA adjustment 

process. On the other hand, the choice of fewer bits i.e. less 

than five will decrease the discriminative power of the 

authentication information. The secret key k of the chaotic 

map is shared with the receiver using the public key crypto-

graphic algorithm [6].  

 
 

Fig. (3). GA procedure to adjust the block. 

 
 
Fig. (4). The generation of the authentication information. 

2.2.1. Cyclic Redundancy Checksum (CRC) 

 In the computation of CRC [6, 16], a k-bit string is rep-

resented by the coefficients of a k–1 degree polynomial; i.e., 

the coefficients of x
0
 to x

k-1
. The Most Significant Bit (MSB) 

of the k-bit string becomes the coefficient of x
k-1

, the second 

MSB becomes the coefficient of x
k-2

, and the Least Signifi-

cant Bit (LSB) becomes the coefficient of x
0
. For example, 

the polynomial representation of the bit string 1101 is 

x
3
+x

2
+1. To compute the CRC-r authentication information 

of a bit string, we pad ‘r’ zeros to the end of the bit string. 

Then we divide the resulting bit string with an r-degree 

polynomial. We subtract the remainder from the bit string 

padded with zeros. The resultant bit string after subtraction is 

the authentication information. The subtraction is done in 

modulo-2 arithmetic. To check if a CRC-r generated bit 

string is modified or not, we divide the bit string with the 

r-degree polynomial used in the generation stage. If there is a 

non-zero remainder after division, it means that the bit string 

is modified.  

2.3. Adjustment by GA 

 Genetic algorithm (GA) is a randomized, parallel, and 

global search approach based on the mechanics of natural 

selection and natural genetics to find solutions of problems 

[15]. During last decade, GA has been widely applied in the 

digital watermarking community [17, 18]. Generally, GA 

starts with some randomly-selected genes in the first genera-

tion, called population. Each individual, called chromosome, 

in the population corresponds to a solution in the problem 

domain. An objective (or fitness function) is used to evaluate 

the quality of each chromosome. The chromosomes with 

high quality will survive and form the population of the next 

generation. By using the reproduction, crossover and muta-

tion operations, a new generation is recombined to find the 

best solution. This process will repeat until a pre-specified 

condition is satisfied, or a constant number of iterations are 

reached.  

 We apply GA to adjust the pixel values in each block 

( , )b i j , such that the adjusted block ( , )b i j  after compres-

sion with quality factor QF contains the authentication in-

formation (generated as in section 2.2) in the LSB of the 

integer part of the five DCT coefficients as indicated in Fig-

ure 3. This algorithm is divided into three steps: substitution 

of chromosome in the original block, chromosome evalua-

tion, and genetic algorithm. Section 2.3.3 presents the GA 

adjustment process in two different approaches. The two 

approaches use the details in sections 2.3.1 and 2.3.2 in the 

evaluation of each chromosome to find a suitable adjusted 

block.  

2.3.1. Substitution of Chromosome in the Original Block 

 The idea is to modify the p LSBs of each pixel in the 

block, where p is equal to the chromosome length divided by 

64. For example, if the chromosome length is 64, then only 

one LSB is modified in each pixel. We traverse the pixels 

from left-to-right and top-to-bottom, and substitute the first 

gene in the LSB of the first pixel, the second gene in the 

LSB of the second pixel, and so on as shown in Fig. (5). For 

another example, if the chromosome length is 64p, then the 

first p genes are used to replace the p LSBs of the first pixel, 

the next p genes are used to replace the p LSBs of the second 

pixel, and so on. 

2.3.2. The Objective Function for Chromosome Evaluation 

 The objective function is the bit difference between the 

five extracted LSBs from the integer part of the DCT coeffi-

cients (as shown in Fig. 3) and the 5-bit authentication in-
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formation (as described in Section 2.2). We intend to mini-

mize the difference, with ‘0’ being treated as the best solu-

tion. The objective function can be expressed as 

5
_ | ( ) ( ) |

1
Objective function a i r i

i
=

=

, (3) 

where a is the 5-bit authentic information, and r is the re-

trieved LSBs from the integer part of the five DCT coeffi-

cients. 

2.3.3. Genetic Algorithm to Adjust the Block 

 We present two types of block adjustment: fixed-length 

chromosome and variable-length chromosome. It is a trade-

off between speed and watermarked image quality. The 

fixed-length chromosome algorithm runs faster, but produces 

a lower-quality watermarked image as compared to the vari-

able-length chromosome algorithm.  

(a) Fixed-Length Chromosome 

 In the fixed-length chromosome algorithm, the chromo-

some length is fixed and determined by the quality factor QF 

of JPEG compression. The chromosome length designed for 

the corresponding QF range is listed in Table 1. The chro-

mosome length increases with the decreasing QF, this is be-

cause if the quality factor is low we will lose more informa-

tion i.e. there is a large difference between the original block 

and the compressed block, so we need to adjust a lot of in-

formation in each pixel compared to the images with high 

quality factor. On experimenting with different images, we 

came up with the numbers in Table 1 for better performance. 

For example if we choose chromosome length less than 192 

in the case of quality factor greater than 80, some blocks take 

larger number of iterations to meet the stopping criteria. It 

aims at adjusting the block with acceptable image quality 

under reduced time consumption of the GA adjustment 

process. The GA adjustment process by the fixed-length 

chromosome algorithm is presented as follows: 

 Stepf 1. Define the chromosome length, population size, 

crossover rate, replacement factor, and mutation rate. The 

initial population is randomly assigned with 0’s and 1’s. 

Stepf 2. Substitute each chromosome in the original block 
as explained in section 2.3.1 and evaluate the objective func-
tion for each corresponding chromosome by eq. (3). 
Stepf 3. Apply reproduction, crossover and mutation opera-
tors to generate the next generation of chromosomes. 
Stepf 4. Repeat steps 2 and 3 until the objective function 
value is equal to zero.  

Stepf 5. Substitute the final chromosome in the original 
block to obtain the modified block. 
 
Table 1. The Chromosome Lengths Associated with Different 

QF Values 

 

Quality Factor, QF Chromosome Length 

QF>80 192 

65  QF 80 256 

55  QF 65 320 

45  QF 55 384 

QF<45 448 

 

(b) Variable-Length Chromosome 

 In the variable-length chromosome algorithm, for im-

proving the watermarked image quality we start the adjust-

ment process with a chromosome size of 64. If a solution 

cannot be obtained before the termination condition is satis-

fied, we increase the chromosome size by 64 and execute the 

adjustment process again. This process is repeated until the 

termination condition is satisfied. The final chromosome size 

is selected based on the QF of the JPEG compression in Ta-

ble1. The termination condition for the final chromosome 

size is to obtain an objective function value of zero and that 

of the intermediate chromosome sizes is a generation limit of 

100. The GA adjustment process by the variable-length 

chromosome algorithm with QF = 65 is presented as follows 

and its flowchart is shown in Fig. (6). 

 Stepv 1. Define the objective function, number of genes n 

= 64, population size, crossover rate, replacement factor, and 

mutation rate. The initial population is randomly assigned 

with 0’s and 1’s. 

 Stepv 2. If n < 256, the termination condition is the 

maximum of 100 generations; otherwise, the termination 

condition is the objective function value being zero. 

 Stepv 3. Substitute each chromosome in the original 

block as explained in section 2.3.1 and evaluate the objective 

function for each corresponding chromosome by eq. (3). 

 Stepv 4. While the termination condition is not satisfied, 

apply reproduction, crossover, and mutation operators to 

generate the next generation of chromosomes, and compute 

the objective function for each corresponding chromosome. 

 Stepv 5. If the objective function value of population is 

zero, substitute the chromosome in the original block to ob-

tain the modified block; otherwise, n = n + 64 and go to step 

2. 

3. AUTHENTICATION 

 Authentication is the procedure that validates the authen-

ticity of the received image. The main objective of authenti-

cation is to detect the tampered blocks with low false accep-

tance ratio. Our authentication algorithm is presented as fol-

lows: 

  
 
 
 
 
 
 
 
 

Fig. (5). (a) original 8 8 block, (b) 64-bit chromosome, and (c) 

adjusted block after substituting (b) in (a).  
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 Stepa 1. Let D be a testing image, which is divided into 

blocks of size 8  8. Let the group of blocks be denoted as 

attack_blocks.  

 Stepa 2. Retrieve the secret key k, the polynomial used in 

CRC checksum, and the clock values. 

 Stepa 3. Compute the block numbers and the corre-

sponding mapping block number by the same way as in Sec-

tion 2.1. 

 Stepa 4. (Level-1 detection) For each block at-

tack_blocks(i, j) D, where 1  i, j  N/8, compute the 

authentication information as in Section 2.2 and denote it as 

auth. Compute the DCT of attack_blocks(i, j). Retrieve   

the 5-bit information from the LSB of integer part of the  

five DCT coefficients as shown in Fig. (3), and denote     

it as retv. Follow the same order of DCT coefficients    

used in the embedding stage while retrieving. If 

  
| auth(k ) retv(k ) | 0

k=1

5
, mark attack_blocks(i ,j) as in-

valid; otherwise, mark attack_blocks(i, j) as valid. 

 

 

Fig. (6). The variable- length chromosome procedure. 

 Stepa 5. (Level-2 detection) This level is used to reduce 

the false acceptance ratio of invalid blocks. For each valid 

block after level-1 detection, if it has five or more invalid 

blocks in its 3 3 neighborhood, mark the block as invalid; 

otherwise, mark the block as valid. 

 The proposed authentication algorithm not only can de-

tect the tampered blocks, but also can reduce the burden on 

the verifier as it does not require quantization of the DCT 

coefficients in the authentication process. Furthermore, the 

two-level detection strategy can reduce the false acceptance 

ratio of invalid blocks. 

4. EXPERIMENTAL RESULTS 

 To evaluate experimental results, we use the Peak Sig-

nal-to-Noise Ratio (PSNR) to measure the quality of the wa-

termarked image. Let the image size be m  n. The PSNR in 

decibels (db) of an image A with respect to an image B is 

defined by  

255
20 log

10
PSNR

MSE
= ,   (4) 

where MSE is the mean square error defined by  

1 11 2
[ ( , ) ( , )]

0 0

m n
MSE A i j B i j

i jmn
=

= =

. 
(5) 

 

 Note that the higher the PSNR is, the less distortion there 

is to the host image and the retrieved one. 

We use the False Acceptance Ratio (FAR) as a metric for 
performance evaluation of the authentication system. The 
FAR is defined as the ratio of total number of undetected 
blocks to the total number of attacked blocks. Its value var-
ies in between 0 and 1. The lesser the FAR value, the better 
the performance of the authentication system is. 

total number of  undetected blocks
FAR =

total number of  attacked blocks
 (6) 

  

 
 

Fig. (7). (a) The original Lena image, (b) the watermarked image 

by fixed-length chromosome algorithm with PSNR=36.67, and (c) 

the watermarked image by variable-length chromosome algorithm 

with PSNR=45.12.  

 We use the following GA parameters in all the experi-

ments: recombination rate=0.7 and generation gap=0.9. Fig. 

(7) shows the results of Lena images before and after the 

watermarking algorithms by fixed-length chromosome and 

variable-length chromosome with QF = 75, secret key k = 

13, and clock = 2008/11/27 12:45:40. As expected, the vari-

able-length chromosome algorithm provides better water-

marked image quality than the fixed-length one. More results 

of the PSNR values by variable-length chromosome on Bar-

bara, Baboon, and Cameraman images are listed in Table 2. 
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Table 2: PSNR Values for Watermarked Images 

 

 Lena Barbara Baboon Cameraman  

PSNR 45.12 35.34 45.12 38.13 

 We conduct CP, cropping, and VQ attacks on the water-

marked image. In the CP attack [4], a portion of a given im-

age is copied and then used to cover some other objects in 

the given image. If the splicing is perfectly performed, hu-

man perception would not be able to notice that identical (or 

virtually identical) regions indeed exist in an image. The 

ideal regions for the CP attack are textured areas with ir-

regular patterns, such as grass. Because the copied areas will 

likely blend with the background, and it will be very difficult 

for the human eye to detect any suspicious artifact. Another 

fact which complicates the detection is that the copied re-

gions come from the same image. They therefore have simi-

lar properties, such as the noise component or color palette. 

It makes the use of statistical measures to find irregularities 

in different parts of the image impossible. In the case of 

blockwise authentication systems, if the system has no 

blockwise dependency or unique signature that differentiates 

each block, then this kind of attack is not detected. 

 Holliman and Memon [14] presented a counterfeiting 

attack on blockwise independent watermarking schemes, 

referred to as vector quantization (VQ) or collage attack. In 

such a scheme the attacker generates a forgery image by the 

collage of authenticated blocks from different watermarked 

images. Because of the blockwise nature of embedding and 

authentication processes, the forgery image is authenticated 

as valid. Additionally, if the database of watermarked images 

is huge, the attacker can easily generate a collage image that 

is identical to the unwatermarked image. 

 

Fig. (8). (a) The watermarked image by the variable-length chro-

mosome algorithm with PSNR=43.36, (b) the CP-attacked water-

marked image with plate number removed, (c) the authentication 

image after level-1 detection, and (d) the authentication image after 

level-2 detection. 

 Fig. (8) shows the results of a watermarked car image 

along with the CP-attacked version and the authentication 

images after level-1 and level-2 detections. The white por-

tion in the authentication image indicates the modified part. 

Fig. (9) shows the results of a watermarked donkey image. 

We also test the proposed algorithm under the cropping at-

tack using eleven different single-chunk cropping criteria, as 

shown in Fig. (10), and their resulting FAR values are listed 

in Table 3. Fig. (11) shows the resulting images under dif-

ferent cropping patterns. Fig. (12) shows the performance of 

fixed-length and variable-length chromosome algorithms on 

different images. At last, Table 4 shows the statistical com-

parison of variable-length chromosome algorithm with the 

methods in [4] and [11] on different images.  

 

Fig. (9). (a) The original donkey image, (b) the watermarked image 

using variable-length chromosome algorithm with PSNR=41.14, (c) 
the CP-attacked image, and (d) the authentication image. 

Table 3. The FAR Values Under Attacks Using Different 

Cropping Criteria in Fig. (12) 

 

Attack_Type FAR Attack_Type FAR 

a 0 g 0 

b 0 h 0 

c 0 i 0.038 

d 0.0039 j 0 

e 0 k 0 

f 0   

 

 

Fig. (10). Different cropping criteria: (a) top-64, (b) bottom-64, (c) 

left-64, (d) right-64, (e) top-128, (f) bottom-128, (g) left-128, (h) 

right-128, (i) outer, (j) center-25%, and (k) center-63.7%. 

 

Fig. (11). (a), (b), (c), and (d) Different cropping patterns; (e), (f), 

(g), and (h) corresponding detection images. 

 

       

(a)   (b)        (c)      (d) 

       

(e)   (f)        (g)      (h) 

      

(i)   (j)                                       (k) 

       

       (a)          (b)             (c)             (d) 

       

                  (e)                                 (f)                                     (g)                                 (h) 
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Fig. (12). Comparison of variable-length and fixed-length chromo-

some algorithms on different images. 

Table 4. Comparison of PSNR Values of the Variable-Length 

Chromosome Algorithm with the Methods in [4], 

and [11] 

 

PSNR using vari-

able-length chromo-

some  

PSNR using [11] Images 

QF 80 QF 90 QF 80 QF 90 

PSNR 

using 

[4] 

Lena 43.36 48.13 43.36 48.13 40.68 

Barbara 36.67 41.14 36.67 41.14 40.72 

Baboon 39.68 45.12 39.68 45.12 40.73 

5. CONCLUSIONS 

 This paper presents an efficient authentication method for 

JPEG images based on GA, which adjusts the image so that 

the modified image contains authentication information in 

the DCT coefficients after JPEG compression. In the water-

mark extraction stage, the receiver obtains the authentication 

information without quantizing the DCT coefficients; this 

reduces the burden on the receiver in terms of computation 

and space required for storing quantization tables. In addi-

tion, with the generation of authentication information that is 

unique to each block and each image, the presented 

GA-based method is superior to the existing methods as it 

thwarts the VQ and CP attacks.  

 This paper also presents the variation of image adjust-

ment by fixed-length and variable-length chromosome to 

meet different application requirements, such as time and 

watermarked image quality. Furthermore, the two levels of 

detection in the authentication procedure reduce the false 

acceptance ratio of invalid blocks. 
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