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Abstract: Resources of grid has the characteristics of large scale, heterogeneous and diverse, in order to improve the 
efficiency of resource searching, take the way of resources clustering to shorten task and resource matching time. With 
minimum execution time as the main target, and taking into account the resource load balancing, fusing hypergraph 
theory, using genetic algorithm for resources multiple-objective optimal clustering pretreated, a task scheduling algorithm 
based on multiple-objective optimal resource clustering(MORC) is proposed. The simulation results show that this 
method reduces task and resource matching time in large scale grid computing than Min-min algorithm, and set the 
resource load threshold, can efficiently balancing resource load and improve the performance of task scheduling at the 
same time. 
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1. INTRODUCTION 

 At present, the grid technology has played an 
unprecedented role in many fields such as basic research, 
manufacturing, industry and so on [1]. Resource in the grid 
environment has the characteristic of large scale, and spent a 
lot of time in resource discovery, so it is a big problem for 
scheduling. Using the clustering pretreatment way on 
resources, not only can improve the efficiency of resource 
location, but also can save the scheduling time. 
 The literature on resource clustering pretreated is 
common. Such as the literature [2] combined with the small-
world and scale-free, proposed a clustering method based on 
resource comprehensive performance value, but not to 
analyze the whole performance of resource, so can not 
achieve a good clustering effect. A clustering method based 
on density for grid resource clustering is proposed in 
literature [3-4], but without considering inner nodes of each 
clustering balanced problem. Literature [5-8] use the fuzzy 
clustering method to resource clustering, such as fuzzy 
similarity matrix method, fuzzy equivalent matrix, and fuzzy 
C-means algorithm. These methods although can classify the 
resource, and provide a useful reference to resource 
clustering and task scheduling, but still have some 
deficiencies and shortcomings, that is not to analyze the 
whole performance of resource, clustering effect is not ideal, 
and the above clustering methods are easy to fall into local 
optimal. 
 The hypergraph theory was first proposed by C. Berge in 
1970, to study multivariate relationships [9]. In terms of 
model building, a lot of literatures proposed to build a model 
with hypergraph. which provides a lot of convenience in 
describing the problem, help to solve practical problems.  
 

Such as: literature [10] proposed mapping hypergraph model 
in opportunity discovery process, literature [11] proposed 
load video event detection method based on hypergraph 
model, literature [12] use the probabilistic hypergraph to 
image clustering. 
 Therefore, combined with the hypergraph theory, this 
paper proposed a task scheduling algorithm based on 
multiple-objective optimal resource clustering(MORC), this 
method contrary to large scale task scheduling, and under the 
circumstances of large scale resource, be able to quickly and 
efficiently scheduling. First, build resource hypergraph 
model by using the hypergraph theory, which is a good 
description of the ability of resource, and have a direct 
impact on resource clustering and scheduling time; and then 
use the genetic algorithm on resource clustering pretreated, 
pursuit inner distance of clustering is small, the distance 
between clustering is large and the number of inner nodes of 
clustering is balanced to achieve multiple-objective 
optimization to single-objective optimization, and set the 
threshold to control the availability of resource and achieve 
load balancing. Compared with the classical algorithm Min-
min algorithm this method can shorten task and resource 
matching time thereby reduce the total scheduling time and 
has been greatly improved in the resource load balancing. 

2. THE TASK MODEL 

 First of all, build task model, task node is described in the 
task model, the tasks are computing tasks and are meta task, 
that is no interdependencies between tasks, can be performed 
independently. Each task node consists of a three-element-
array, that is the task ID, task computation and the state of 
the task. The state of the task consists of five states: idle, 
have been matched, waiting, execute, finish. 
 Task description as follows: 
 Task: RV = {rv1, rv2... rvm} is a collection of task nodes, 
wherein, rvi= {rID, rCa, rS}, I∈[1,m]. 
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1. The rID representation of task ID. 
2. rCa is the task of computation. 
3. rS is the state of the task, namely: idle, have been 

matched, waiting, execute, finish: rS= {rfree, rmatch, 
rwait, rwork, rdone} 

 The process of task scheduling are as follows, task is idle 
state initially, stored in the unscheduled set T, then match to 
the resource, transmission to the resource node after a 
successful matching, waiting to be executed in the resource 
node waiting queue, finally, executed on the resource, and 
the state of the task is finished after execute. 

3. RESOURCE HYPERGRAPH MODEL 

 Build resource hypergraph model by using hypergraph 
theory, hypergraph consist of resource node and hyperedge, 
resource node is a six-element-array, that is the resource ID, 
the capabilities of resource processing and communication, 
comprehensive performance value, the state of resource and 
load. The weight of the Hyperedge is the average of the node 
comprehensive performance value in the Hyperedge. 
Resource described as follows: 
 H= (X, E)is the representation of resource hypergraph 
model. 
(1) X= {V1, V2..., Vn} is a collection of resource node, where 
Vi= {ID, P, C, PC, S, Load}, I∈[1,n] 
1) ID for resource identification. 
2) P for resource processing capacity. 
3) C for resource communication ability. 
4) PC is a comprehensive performance value. Considering 
the difference between the processing ability and the 
communication ability is too large, using normalized method 
to obtain comprehensive performance value, using the 
following formula: 

PCi = r1 *
Pi − Pmin
Pmax − Pmin

+r2 *
Ci −Cmin

Cmax −Cmin

 (1) 

 Among them, r1, r2 is the weight coefficient, Pi is the 
processing ability of resource Vi, Ci is the communication 
ability of resource Vi. 
5) S is the state of resource, including valid resource and 
invalid resource. S= {valid, invalid} 
 Valid resource: Resource can be given the task. 
 Invalid resource: Resource can not be given the task. 
 In order to balance the load of resource node, set up 
accept and reject threshold, when the load is greater than the 
resource node rejection threshold θa, the resource is invalid 
resource, until the load is less than the acceptable threshold 
θr, the resource becomes valid. 
6) Resource Load 
 Resource load = task computation of waiting queue + 
task computation that has matched but not enter the waiting 
queue. 

Loadk= rCai
i∈Rwaitk
∑ + rCa j

j∈Rmatchk
∑  (2) 

 The load of resource K, Rwaitk is the sum of task 
computation of the waiting queue in the resource, Rmatchk is 
the sum of the task computation that has already matched 
with resource k but not yet spread to the resource. 
(2) E=｛e1,e2,……,em｝is hyperedge set, m=|E| is the 
number of hyperedge, weight Wj is the average performance 
value of the resource node contained in the hyperedge ej. 

Wj=
PCi

vi∈e j
∑
e j

 (3) 

where, PCi is the comprehensive performance value of vi, |ej| 
is the number of resource node included in the hyperedge ej. 
After resource clustering, the centroid represent clustering 
situation, therefore the comprehensive performance value of 
thecentroid is Wj, |ej| is the number of resource node in 
clustering, that is the average comprehensive performance 
value of inner node of clustering. 

4. RESOURCE CLUSTERING 

 Clustering pretreated of the grid resource by using 
genetic algorithm, can be well classified resource, reduce 
task and resource matching time. Genetic algorithm is a kind 
of adaptive global optimization search algorithm for 
simulating genetic evolution, its advantage is that priori 
knowledge of the distribution of the data which to be 
classified is not needed, also it is not affected by the initial 
solution chosen to give a suboptimal solution. In this paper, 
by using the way of changing multiple-objectives into single-
objective, using genetic algorithm to the resource clustering 
pretreated, clustering by the similarity degree of resource 
node, reduce the select resource time during scheduling 
process, so as to improve the efficiency of the scheduling. 
Firstly, according to the similarity degree of resource node, 
build three objectives: inner distance of clustering, the 
distance between clustering, variance of inner node of 
clustering. In the pursuit of inner distance of clustering is the 
smaller the better, the bigger the better of the distance 
between clustering, the number of inner clustering node is 
balanced, turn the three objectives to a single objective 
function, and as the evaluation function of genetic algorithm, 
then us genetic algorithm clustering resource node. 

4.1. The Objective Function 

 The grid resource clustering is the way of transforming 
multiple-objective into a single-objective function. The inner 
distance of clustering and the distance between clustering as 
the index, distance refers to the performance distance 
between any two resource nodes, that is the smaller the 
performance distance between two nodes, the more the 
comprehensive performance value of the two nodes is 
similar. The inner distance of clustering should be 
minimized, to ensure the density of clustering result, it can 
guarantee the centroid tendency density region. The distance 
between clustering is the average distance between the 
centroid node, should maximize the distribution of the 
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centroid as far as possible. At the same time, in order to 
guarantee a balanced number of inner node of clustering, the 
variance formula of the number of node is introduced, 
minimize the variance, in order to ensure a balanced number 
of node. So we pursued the inner distance of clustering as 
small as possible, the distance between clustering is the 
bigger the better, at the same time ensure the number of 
inner node of clustering is balanced. In these three objectives 
as the benchmark, eventually transformed into an objective 
function, and then the genetic algorithm is used for 
clustering. 
 The degree of similarity between the resource node is 
defined by the performance distance: 

L(i, j) =| PCi − PCj |  (4) 

 The inner distance of clustering: 

f1 = 1
n

L( j,hi )
j∈Di

∑
i=1

m

∑  (5) 

 The distance between clustering: 

f2 = 1
m(m −1)

L(hi ,hj )
j=1,i≠ j

m

∑
i=1

m

∑    (6) 

variance of inner node of clustering: 

 f 3 = 1
m

(xi − x)
i=1

m

∑  (7) 

m is the number of clustering, n is the number of node, hi: 
the central node of i-th clustering, Di: clustering where node 
i is in, xi is the number of the i-th inner node of clustering, x
is the mean value. 
Turn the multiple-objective into single-objective and as a 
genetic algorithm clustering evaluation function: 

f =α * fi
1 − fmin

1

fmax
1 − fmin

1 +β * fmax
2 − fi

2

fmax
2 − fmin

2 + γ * fi
3 − fmin

3

fmax
3 − fmin

3  (8) 

 The inner distance of clustering f1 is the smaller the 
better; the between distance of clustering f2 is the bigger the 
better; variance of inner node of clustering f3 is the smaller 
the better; the evaluation function value of f is the smaller 
the better. 
 Resource clustering is compared with each hyperedge 
weight of resource hypergraph, that is comprehensive 
performance value, use genetic algorithm, combined the 
similar weight of hyperedge, decompose hyperedge that has 
large difference in weight, after hyperedge continuous 
merger and decomposition, eventually formed resource 
clustering hypergraph. In the pursuit of a small inner 
distance of clustering, large distances between clustering, 
that is hyperedge inner node performance distance is small, 
each hyperedge weight performance distance is large, and 
each clustering inner node number is balanced. 

4.2. Clustering By Genetic Algorithm 

 Genetic algorithm clustering based on resource node ID 
code, when crossing, in order to avoid real-coded to produce 

offspring of illegitimacy, using partial mapped 
crossover(PMX)[13]. When the mutation, mutation point 
does not contain the gene in other place, that is chromosome 
X=(x1,x2,…, xn), Variation bit is xk(1 ≤k ≤n), variation range 
is U=[1,N], N is the resource ID and｛x1,x2,…,xk-1,xk+1,…,xn
｝U. When selection, use roulette method, selected parent 
and offspring together. Continuous cycle until chromosome 
convergence. 

Pi =
1
fi
⋅ 1

1
f jj=1

n

∑
 (9) 

 Pseudo code for clustering pretreated of resource by 
using genetic algorithm is as follows: 
GAClustering(){ 
 Randomly selected point as the clustering center, the 
other nodes find the smallest performance distance of 
clustering center and join its clustering, form the initial 
hypergraph; 
Calculate the objective function value of the parent 
generation; 
While (Chromosome does not converge){ 
Crossover, Using partial mapped crossover (PMX); 
Mutation; 
Calculate the objective function value of the offspring 
generation; 
Select parent and offspring by the roulette method; 
} 
} 
 Clustering by Genetic Algorithm is shown in Fig. (1), 
each class is called hyperedge, inner node of clustering is 
hyperedge inner node, The comprehensive performance 
value of clustering center represents mean of all hyperedge 
inner nodes of the comprehensive performance value, 
clustering center can also display the hyperedge whether 
have valid resource, all clustering center form another 
hyperedge, that is the upper hyperedge, known as the 
hypertree. When scheduling, first search node of the 
hypertree, and then retrieves hyperedge node. 

hyperedge
resource nodes 

 hypertree 

 
Fig. (1). Clustering hypergraph. 

RETRACTED ARTICLE



Multiple-Objective Optimal Resource Clustering The Open Automation and Control Systems Journal, 2015, Volume 7     1013 

5. SCHEDULING STRATEGY 

 For the calculation of large scale grid, first clustering 
resource node, after clustering each clustering center form 
the top hypertree. When scheduling, looking for high 
comprehensive performance value node of valid resource in 
the hypertree, and then look for low resource load to 
scheduling in the clustering of this node. The whole 
scheduling time, is the maximum completion time of task, 
and is also the optimal makespan. The task completion time 
compose of the transmission time of task to resource, waiting 
time in the resource and expect time of completion. 
 The expect time of completion (ACT)= Transmission 
time of task to resource + Waiting time + Execution time 
 Transmission time of task to resource (TM) = calculation 
of the task /communication ability of resource 
 Waiting time (WT)=(calculation of the task in waiting 
queue + calculation of the task that have matched but not 
transmit to resource)/ Resource processing ability. 
 The execution time (ET)=calculation of the task 
/Resource processing ability 
 Task rvi expect completion time on the resource vj: 

ACT(i,j)=TM(i,j)+WT(i,j)+ET(i,j)

         = rCai

Cj

+
Load j

Pj

+ rCai

Pj

 (10) 

 Optimal makespan: The maximum completion time of 
task 

makespan=max{ACT(i,j)}  (11) 

 MORC scheduling algorithm is as follows: 
Let T as a set of task not scheduling, task according to its 
calculating amount in descending order; 
for (each task rvi of T) 
Call resource clustering results of genetic algorithm 
clustering pretreated GAClustering();  
In the hypertree, looking for class center of valid resource; 
Looking for highest comprehensive performance value Wj in 
these clustering center; 
Find the resource vj that has the least load in the hyperedge 
of this clustering center; 
Take task rvi scheduled on resource vj; 
Delete the task rvi in T; 
Update resource load, update the resource state; 
End; 
Output: the scheduling result 
 Resource clustering needs to be performed only once 
before the scheduling, so resource clustering pretreated can 
effectively reduce resource lookup time, thereby reducing 
the scheduling time, and setting load threshold to the 
resource, also can effectively balance the resource load. 
 

6. SIMULATION ANALYSES 

 Comparing the simulation scheduling experiment of this 
algorithm and the classical algorithm Min-min algorithm, by 
building different quantity and performance of the task and 
resource to compare the length of task scheduling Makespan, 
scheduling time runtime, acceleration Speedup and resource 
utilization rate P. 
 The meaning of acceleration Speedup and resource 
utilization rate P is as follows: 
 Acceleration Speedup is a common method to measure 
the performance of the scheduling algorithm, the 
acceleration is the ratio of the serial execution time to the 
parallel execution time, the bigger value of the Speedup 
indicates the better performance of the algorithm. 

Speedup =
min wi, j∑
makespan

 (12) 

 Wi, j is the task i execution time on resource j. 
 The resource utilization rate reflects the balance degree 
of resource utilization. 

P =
Ti

i=1

m

∑
max(T1,T2,...,Tm )×m

×100%  (13) 

 T1, T2,…, Tm is the time spent on the processing task of m 
respective resource. 
 (1) Task scheduling algorithm performance analysis of 
the same resource and task, but the clustering number is 
different 
 Assuming that the calculation of task is 1000-2000 units, 
the processing capacity of resource is 50-100 units, the 
communication capability of resource is 50-100 units. 
Experimental analysis when the number of task is 1000, the 
number of resource is 1000, the effect of the different 
number of clustering on the performance of runtime and 
makespan.. 
 Fig. (2) shows that different clustering number have a 
certain degree of influence on makespan and runtime. We 
can see that the influence of different clustering number on 
makespan is not obvious, but the clustering number in the 
range of 50~500 obtaine better makespan. And the influence 
of different clustering number on runtime is obvious, the 
clustering number in the range of 0-300 obtained better 
runtime. Makespan and runtime are the important indexes 
for evaluating the scheduling performance, makespan 
reflects the maximum completion time, and runtime reflects 
the scheduling time. So when the number of resource is 
1000, the clustering number in the range of 50~300, the 
overall effect of scheduling is better. 
 (2) Task scheduling algorithm performance analysis of 
the same resource and clustering, but the task number is 
different 
 Assuming that the number of resource is 1000, the 
clustering number is 100, under the circumstance of different 
task number, compare makespan, runtime, acceleration 
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Speedup and resource utilization rate P of MORC algorithm 
and Min-min algorithm. 

 
(a) Makespan 

 
(b) Runtime 

Fig. (2). Makespan and runtime based on different number of 
clustering. 

 Fig. (3a) can see the number of task within the range of 
0-3000, with the increase of the number of task, makespan of 
MORC algorithm and Min-min algorithm are constantly 
increasing, but it is clear that makespan of MORC algorithm 
is less than Min-min algorithm. Fig. (3b) can see that 
runtime increase with the increase of the number of task, but 
runtime of MORC algorithm is less than Min-min algorithm. 
Fig. (3c) is the comparison of the acceleration Speedup with 
different task number, Speedup is the important index of the 
performance of the scheduling algorithm, is the ratio of the 
serial execution time to the parallel execution time, the 
smaller the parallel execution time, the greater the 
acceleration Speedup, so it can be seen clearly that the 
scheduling performance of the MORC algorithm is good. Fig. 
(3d) is a result of comparing resource utilization rate, 
resource utilization rate is the performance index of the 
resource utilization degree, the resource utilization rate is 
close to 1, indicating that the utilization of resource is more 
extensive, from the graph, the MORC algorithm is superior 
to the resource utilization. After a detail analysis of these 
four figure, whether from the maximum task completion 
time makespan, scheduling time runtime, algorithm  
 

 
(a) Makespan 

 
(b) Runtime 

 
(c) Speedup 

 
(d) P 

Fig. (3). Makespan, Runtime, Speedup, P based on different 
number of task 
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(a) Makespan 

 
(b) Runtime 

 
(c) Speedup 

 
(d) P 

Fig. (4). Makespan, Runtime, Speedup and P based on different 
number of resource. 

acceleration Speedup and resource utilization rate P which 
point of view, the task scheduling algorithm based on 

multiple-objective optimal resource clustering MORC is 
superior to Min-min algorithm in all aspects. 
 (3) Task scheduling algorithm performance analysis of 
the same task and clustering, but the resource number is 
different 
 Under the assumption that the number of task is 500, the 
number of clustering is 100, and the number of resource is 
different, the simulation analysis of two algorithms is carried 
out, shown in Fig. (4). 
 Under the condition of the number of task and clustering 
unchanged but the number of resource increasing, the 
maximum completion time of the task makespan and the 
resource utilization rate P decrease with the increase of the 
resource number, while the scheduling time runtime and 
Speedup increase with the increase of the resource number. 
From Fig. (4) it can be seen that the MORC algorithm 
designed in this paper is obviously superior to Min-min 
algorithm. 
 To sum up, no matter how the number of task, 
clustering and resource change, four basic indexes of the 
evaluation scheduling algorithm: the maximum completion 
time of the task makespan, scheduling time runtime, 
acceleration Speedup and resource utilization rate P, in the 
analysis of these four indexes, the task scheduling algorithm 
based on multiple-objective optimal resource clustering 
MORC designed in this paper is superior to the Min-min 
algorithm. MORC algorithm compared with Min-min 
algorithm has great advantages in large scale resource 
processing, can effectively balance the load of resource, at 
the same time, not only shorten task and resource matching 
time, but also improves the performance of task scheduling. 

CONCLUSION 

 This paper designed a task scheduling algorithm based on 
multiple-objective optimal resource clustering(MORC), 
aiming at meta task scheduling, resources are firstly 
multiple-objective optimal clustering pretreated, then 
designed a grid task scheduling algorithm to minimize 
scheduling time as the main objective, and taking into 
account load balancing, compared with the classical 
algorithm Min-min algorithm, through the simulation 
experiments, the MORC algorithm has a great improvement 
in the scheduling time, resource utilization rate and load 
balance. 
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