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Abstract: As the original BP algorithm has slower convergence speed and the training process is easy to be trapped in lo-
cal optimal solution. In the paper we put forward an improved algorithm and put it apply in the traditional filter. It solves 
the problem that when the traditional filter reduces the noise it will become fuzzy. And the algorithm reaches the purpose 
of image fusion and filtering the image noise. Finally, the experiment shows that the image fusion method based on im-
proved BP neural network is superior to the traditional filter method. It can reduce the noise effectively and further it indi-
cates that the performance of fusion-based method is better than any method used alone in fusion and can be used in fin-
gerprint identification. 
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1. INTRODUCTION 

As high liquid limit soil varies in formation and has 
strong localization, it has variety of species and complicated 
mechanical properties. In the project of Yunfu-Wuzhou sec-
tion in Guangzhou-Wuzhou Highway, the routine lines in 
hills and mountains, and distributes along a lot of high liquid 
limit soil. Meanwhile, digging and filling earthwork is huge. 
If we choose other alternative soil for filling, it must cost 
greatly. Therefore, it would be of important theoretical sig-
nificance and remarkable practical value for this research to 
take indoor experiments on the engineering properties of and 
lime-treatment effect on the high liquid limit soil from Yun-
fu-Wuzhou section, and study the change laws of the physi-
cal and mechanical properties and strength to make it quali-
fied filling material. 

The image always has the noise in the real life. It is ac-
customed to use traditional filter method to denoise 
the image. But it will make the image fuzzy at the same time. 
BP neural network is the mostly used algorithm at present. 
Where the fusion of neural network is a popular way in the 
last few years. In order to reduce the noise, it is used to rea-
son by the mapping relationship of learning mode. Com-
pared with the traditional filter, it can effectively keep the 
sharpness of the image. BP neural network can learn a lot of 
schema mapping relationship and doesn’t need any known 
mathematical functions to describe the mapping relationship 
between input and output. Meanwhile, the BP neural net-
work is a highly non-linear mapping. It can imple-
ment any mapping from the M dimensional space to the N 
dimensional space. BP neural network algorithm applies in 
many fields now. Zeng Xijun combined momentum method  
 
 

and adaptive learning rate to improve the traditional BP neu-
ral network. It solves many defects that traditional edge de-
tection is easy to produce edge fracture [1-3]. Fang Zhen-
yong proposed an improved BP algorithm by adjusting the 
momentum factors and adaptive vector internship in the 
learning process [4, 5]. Liu Qinlong improved the learning 
rate of the BP algorithm and analyzed remote sensing image 
classification method of the BP neural network model [6]. Li 
Jiaqi improved the BP neural network by the inertia correc-
tion methods and reconstructing response function [7]. 

Fingerprint identification has a long history. According 
to the historical textual research, the fingerprint of the earli-
est application is found in the ancient China and ancient Syr-
ia. In the early 19th century, scientific researchers confirmed 
that the fingerprint has the characteristics of uniqueness and 
invariance. Fingerprint identification as early as in artificial 
recognition is widely used in criminal investigation. Howev-
er the disadvantage of artificial identification is that the accu-
racy is not high and recognition time is long. Until in the 
stage of image processing technology and computer infor-
mation automation technology’s development to be mature, 
fingerprint identification is no longer artificial identification, 
when it uses the computer for automatic processing. With the 
advent of computer recognition system, fingerprint identifi-
cation strengthened on the ability to recognize significantly 
and make the fingerprint recognition obstacle shrinking. In 
the 1990s, fingerprint acquisition technology has made a 
breakthrough, which makes the fingerprint recognition sys-
tem is widely applied in many fields. At the same time, the 
presence of the fingerprint identification system changed the 
pattern identification, instead of a lot of the original technol-
ogy and methods of the identification. With the rapid break-
through acquisition equipment, combined with experimental 
study on research and development of efficient and fast 
recognition algorithm, the fingerprint recognition technology 
gets a rapid development this century [2-4]. 
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In this paper, we also propose an improved BP neural al-
gorithm to reduce the noise for the pixel lever fusion of the 
image, which comes from different noise in the same image. 
Finally, the experiment data and the fusion results prove the 
effectiveness of this approach. 

2. THE TRADITIONAL BP NETWORK LEARNING 
ALGORITHM  

2.1. BP Mode 

BP model generally refers to the error back propagation 
network. It’s the most widely used type in neural network 
model. Structurally speaking, BP network is a typical muhi-
layer network. And it is divided into input layer, hidden layer 
and output layer. It usually adopts the way of all intercon-
nection between layer and layer. There is no mutual connec-
tion between the same layer unit. A three layers BP network 
structure is shown in Fig. (1) [8]. 

2.2. BP Learning Algorithm 

BP network is a typical supervised learning. The basic 
processing unit of the BP network (except input layer pro-
cessing unit) is a nonlinear input-output relationship. Gener-
ally we choose the following S model function to deal with 
the unit input and continuously variable output value. 

  
f = 1

1+ e! x  (1) 

Assuming that the BP network has N processing units on 
each floor. The role function is as shown in type (1). The 
training set contains a few of sample models   

xk , yk( ) . For 
the pth training sample   ( p = 1,2,..., M ) , the input summation 
of unit j is 

 
apj . Output is recorded as 

 
Opj . Where 

  
apj = wjiopj

j=0

N

!  (2)
 

  
Opj = f (apj ) =

1
1+ e!apj

 (3) 

If set the initial weights of the network arbitrarily, Net-
work output and the expected output always have error for 
each input mode p. The network error is defined as 

  
Ep =

1
2

(dpj ! opj )
2

j
"  

(4) 

Where, d refers to the expected output of the pth input 
mode output unit j. The essence of learning rule is using gra-
dient steepest descent method to make the weight change 
along the direction of negative gradient of error function. 
The variation of the weight value jiw  is set to be 

  
!w ji . 

Where 

 
!wji"#

$Ep

$wji

 
(5) 

 
! pj =

"Ep

"apj

 (6) 

Then 

  
!wji ="# pjOpj ," > 0  (7) 

The error calculation of hidden layer unit and output lay-
er unit is different in the process of BP network learning. 
Give the following discussion, respectively. When pjo  refers 

to the output of the output layer, its error is that 

  
! pj = f (apj )(dpj " opj )  (8)  

Where, 
  
(dpj ! opj )  refers to the error of output unit j. The 

derivative term 
  
f ' (apj ) of the role function reduces error 

according to ratio. 
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Fig. (1). Three layers BP network structure. 
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When pjo  refers to the output of the the hidden layer unit, 
the error is that 

  
! pj = f ' (apj ) ! pk wkj

k
"  (9) 

The error correction 
 
! pj  of the hidden layer unit uses 

weighted summation of all the descend error correction con-
nected with the output of unit j. 

Comprehensive the above derivation, the weights of BP 
algorithm correction formula can be represented as that 

  
wji (t +1) = wji (t)+!" pjopj  (10) 

  

! pj =
f ' (apj )(dpj " opj )

f ' (apj ) ! pk wkj
k
#

$
%
&

'&
 (11) 

In general, the BP learning algorithm can be described as 
the following steps [9]. 

(i)Initializing the network and learning parameters such 
as network initial weight matrix, learning factors and so on. 

(ii)Providing training mode and training network until 
meet the learning requirements. 

(iii)In the forward propagation process, for a given train-
ing mode input to calculate the output mode of the network. 
Compared with the expected pattern, if there is a error, exe-
cute (iv); Otherwise, return (ii). 

(iv) In the back-propagating process, firstly, calculating 
the error of the same layer unit; second, weight modification

  
wji (t +1) = wji (t)+!" pjopj ; finally, return(ii). 

3. THE IMPROVEMENT AND APPLICATION OF 
THE BP ALGORITHM 

3.1. The Number of the Network Layer 

The number of hidden layer for traditional BP network is 
uncertain. We always can freely choose according to the 
experience. However it has been proved that the feed for-

ward network which contains only one hidden layer is a ge-
neric function approximation in theory. That’s, under no 
limited the number of hidden layer nodes, three layers (con-
taining only one hidden layer) of the BP network can realize 
any nonlinear mapping. Therefore, this paper adopts three 
layer BP network structure which contains a hidden layer. 

3.2. Ensure the Number of Hidden Layer Nodes 

According to previous experience, it can be designed ac-
cording to the following empirical formula for the BP net-
work applying in pattern recognition/classification. 

 n = ni + no +!  (12) 

Where n is the number of hidden layer nodes,  ni is the 

number of input neurons,  no  is the number of output neurons. 

We make a instance simulation according to the above 
type in this paper. And we find that the experience formula is 
also suitable for image fusion at pixel level. Select two im-
ages that contains different Gaussian noise together. There-
fore the number of input neurons is set 2, the number of out-
put neurons is set 1, a is set 3. We can calculate the number 
of hidden nodes is 5 according to the above types. The BP 
neural network structure is shown in Fig. (2) 

3.3. Learning Factor and Variable Steps 

In this paper we present a method of study minister factor 
variable steps. That’s, 

  
! i +1( ) =! i( ) 1" i

R#T
$
%&

'
()

 (13) 

Where i refers to the number of current iterations, T re-
fers to the total iterations, R is a arbitrary constant which is 
used for adjusting the change rate of the learning factor. 

3.4. The Method of Weights Adjustment Include Situa-
tion 

It need to change the weight based on the traditional BP 
neural network algorithm in the process of learning. Howev-
er weight is directly proportional to the error of the deriva-
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Fig. (2). BP network structure used in the paper. 
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tive. Learning factor !  is the rate of learning process which 
is a constant. Considering the convergence of the learning 
process, learning factors !  should be as small as possible in 
practice. But making learning factor to be small, it will bring 
the problems of slow convergence speed. Instead, it will 
make the process of learning shock when !  is set greater 
and the change of weight becomes frequent. If you can 
choose a appropriate learning factor, it make !  as far as 
possible big but not cause oscillation. Then you can provide 
the fastest learning speed for the system [10]. The weighted 
adjustment formula with situation is that 

  
wji t +1( ) = wji (t)+!" pjopj +# (wji t( )$ wji t $1( ))  (14) 

Where !  is the learning factor, !  is a constant which is 
called situation factor. 

4. FEATURE SELECTION AND MATCHING METH-
OD FOR FUSION 

In this paper, feature matching based on the direction 
field is adopted.  

Direction field of fingerprint identification refers to the 
local direction of image ridge line structure, it describes the 
basic shape of the fingerprint. Although feature matching is 
difficultly as a single recognition method used in automatic 
fingerprint identification system based on the matching of 
direction field, but considering that the matching algorithm 
based on directional field feature can combine with other 
complementary matching algorithm based on image feature, 
at the same time, because of the direction field characteris-
tics in many module is used in fingerprint identification sys-
tem, such as fingerprint quality evaluation, image registra-
tion, fingerprint classification, etc., so we can directly match 
with good direction field which has been calculated charac-
teristics. Then it can improve the efficiency of the system’s 
calculation. 

The steps of feature selection and matching method for 
fusion based on the characteristics of direction field is given 
as follows. 

i) Centered on fingerprint image reference point to select 
the area R which is 160 x 160 size, and area R is divided into 
several size areas which are all image block with the size of 
16 * 16 and don't overlap. 

ii) For each image block to seek for direction histogram 
image, choose sub-block in the direction of the highest fre-
quency as the characteristic of the sub-block. Then to form a 
eigenvector with 100-dimensions, and it is recorded as

  
!o = !o1,...,!o100{ } . Where the method of pattern character-
istics calculation adopted the method based on gradient and 
direction the field proposed by M.K and A. Wilkin [11]. 

iii) Define the input feature vector 
  
!o1 = !o1

1,...,!o100
1{ } . 

iv) Calculating the distance between the input feature 
vector and the all the vectors which are needed to be 
matched in fingerprint database. According to the distance 
from small to large to sort, selecting the input vector corre-
sponding feature vector distance from the smallest template 
fingerprint as the first candidate matching. 

5. THE EXPERIMENT 1 RESULTS ANALYSIS 

The experiment platform is the PC with Celeron (R) 2.66 
GHz CPU, 512 MB of memory. The image used in the ex-
periment is a group of capsules images. First of all, we use 
the traditional BP neural network method to enable two im-
ages with different noise integration. And calculate the root 
mean square error produced by different number of iterations 
between the actual output and desired output. The results are 
shown in Table 1. 

It can be seen from Table 1, the convergence speed of the 
traditional BP network is very slow. Now we use the im-
proved BP neural network algorithm to do the same image 
fusion. And calculate the root mean square error produced by 
different number of iterations between the actual output and 
desired output. The results are shown in Table 2. 

It can be seen that the convergence rate of the improved 
algorithm is significantly faster than the previous. If the error 
requirement is set to be 0.06, in the experiment platform 
mentioned above, it will cost 24501ms by the traditional BP 
algorithm. In the same experiment platform, it will cost 
4436ms by the improved BP algorithm. It greatly reduces the 
convergence time. 

6. THE EXPERIMENT 2 RESULTS ANALYSIS 

We test the algorithm proposed in this paper choose from 
the fingerprint image database consisted of living fingerprint 
image which were collected in real application. Database 

Table 1.  Error output of traditional BP algorithm. 

Number 500 1000 1500 2000 2500 3000 3500 4000 4500 

error 0.1341 0.1173 0.1105 0.1100 0.0997 0.0992 0.08991 0.08990 0.08987 

 
Table 2.  Error output of improved BP neural network algorith. 

Number 500 1000 1500 2000 2500 3000 3500 4000 4500 

error 0.1139 0.0998 0.0892 0.0890 0.0784 0.0779 0.06997 0.06990 0.06014 

RETRACTED ARTICLE



1116    The Open Automation and Control Systems Journal, 2015, Volume 7 Feng Zhao 

includes 3306 fingerprint image, collected resolution is 500 
dpi, image size is 256 x 360, which cover fingerprints with 
all kinds of quality and various types, it has a very high ap-
plication value. At the same time, in order to analysis and 
compare the performance differences between the method 
based on a variety of fusion methods and the single finger-
print identification method, and we also test each kind of 
fingerprint identification method for fusion, namely a total of 
seven kinds of fingerprint identification method is tested. We 
use the same test steps for the 7 kinds of fingerprint identifi-
cation method, to facilitate the comparison. The specific test 
steps of each method are as follows:  

In the collection of the test all images to extract the fea-
ture template, and stored in the fingerprint database. For four 
kinds of single fingerprint identification methods, it can refer 
to chapter 4 steps in the extracted features; For the three 
kinds of method based on fusion, it need accord to the char-
acteristics of the 4 methods to extract all, namely the direc-
tion field characteristics, based on the gray level co-
occurrence matrix texture feature, texture feature of LBP 
operator, minutiae feature.  

Image is tested in the collection as the input image in 
turn, according to the matching steps of each method, and 
the fingerprint database of fingerprint matching. Choose 
matching scores the highest N template as a candidate. If in 
the first N candidates are belong to the same finger with the 
input image template, argues that recognition is correct, or to 
identify errors. Test to identify the correct recognition rate 
image percentage of the total number of tests in the collec-
tion. In this paper, the choice of N = 1 and N = 5 two statisti-
cal recognition accuracy. 

Statistical methods of five candidates before the first 
candidate accuracy and accuracy, and statistics to identify an 
average time of the input image. Here refers to a single input 
fingerprint identification refers to the average amount of 
time an input fingerprint and template matching database all 
time get recognition results, rather than with a time of fin-
gerprint matching. 

 
 

Table 3 shows three kinds of the test results based on fin-
gerprint identification method fusion and four kinds of single 
fingerprint identification method. Seen from the results, 
three kinds of method based on fusion accuracy had higher 
accuracy than any single matching recognition method. 
Meanwhile accuracy between the three fusion methods were 
similar, Borda counting method based on weighted slightly 
is better than the other two kinds of fusion method. 
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