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Abstract: An incremental learning algorithm based on support vector machine was proposed to process large-scale data 
or data generated in batches. Initial goal concept learnt by standard support vector machine algorithm was updated by an 
updating model. Compared with the existing incremental learning algorithms, this algorithm can achieve the incremental 
inverse process and the training time is in inverse proportion. Results show that the algorithm satisfies the three criteria of 
stability, improvement and recoverability. The main target of this thesis is to find a new SVM learning algorithm based on 
weighted incremental method above the current SVM algorithms, and this new algorithm will have a better classification 
performance in large-scale data situation. 
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1. INTRODUCTION 

 Support Vector Machine (SVM) is a new machine-
learning technique, which was put forward by Vapid in the 
last century. It's the kernel content of statistical learning the-
ory, has some advantages including simple structure and 
good generalization, and has been widely applied to many 
areas, such as pattern recognition, signal processing, automa-
tion, and data mining. However, the traditional support vec-
tor machine algorithm doesn't support incremental learning, 
which leads to its bad performance in large-scale data situa-
tion. So, it has great significance in improving the classifica-
tion performance of the incremental support vector machine 
algorithm both in theory and application. 

2. THEORETICAL BASE OF SVM 

 SVM, put forward by Vapid et al., is used to implement 
the classification and handling of small sample data. This 
method is preferred due to avoiding the problems which are 
easily produced in the early process of early machine learn-
ing, such as learning, lack of learning and local optimal. It 
has always been regarded as the best to deal with the prob-
lems of small sample techniques. Its theoretical foundation is 
firm; and the mathematical deduction process is strict. There 
is also a breakthrough in solving nonlinear problems. 

 At present SVM technique raised extensive concerns of 
scholars; therefore, a number of solutions and the improved 
algorithms have been put forward for SVM training 
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and implementation. But, there are still many difficulties and 
problems that need to be further solved to meet the needs of 
the practical problems. 

1) Initialization, T represents the initial temperature, and 
S represents the state of initial solution, and iterations 
L displayed by different T values are different; 

2) Problem about kernel function theory. Since the birth 
of statistical learning theory and SVM, the structure of 
the new kernel function, parameters adjustment and 
choice in the kernel function and the choice of kernel 
function model have always been difficult problems. 
At present the research has made some progress, but it 
is still not satisfactory, especially the structure of the 
new kernel function, which is still a difficult problem 
to deal with. There is some progress in some of exist-
ing researches including: improvement of kernel func-
tion; selection of SVM model, adjustment of super pa-
rameter etc. However, a greater breakthrough in this 
aspect is still expected, such as structuring kernel 
function facing data, in order to solve more practical 
problem. 

3) Problem of large-scale data training (massive data 
mining). Mass data processing is a significant problem 
needs to be solved urgently. Especially, in the era of 
rapid development of science and technology when all 
kinds of huge amounts of endless data emerged, such 
as biological information in various large datasets. A 
strong data analysis tool is an urgent need for all kinds 
of complicated large data, economic data etc. Using 
the SVM technology to carry out large-scale data 
analysis is the goal that scholars pursue in this field. 
How to solve the contradiction between the training 
speed and the training sample size, the contradiction 
between test speed and the number of support vector, 
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finding SVM training algorithm and classification im-
plemental algorithm effective for large-scale sample 
datasets is still the problem that has not been resolved 
well. 

4) Research on multiple class classification problems. 
How to extend the SVM method, so as to make it ef-
fectively solve many kinds of classification problems, 
which has been the research focus in the field. Not 
only there exist serious problems, but also lack of a 
unified theoretical system in some existing methods. 
As a result, the effective algorithm is a problem that 
needs to be studied further when SVM is used for 
various classification problems. Thus, research war-
rants optimization design of the multi class SVM. 

5) Data classification problem with incremental learning 
ability. Having incremental learning ability algorithm 
is the key of many online training, in real-time appli-
cation. An effective incremental learning algorithm 
needs to be found, at the same time, to meet the ex-
pected risk control. 

6) How to reduce the computational cost and computing 
time. Almost all of the SVM systems have this prob-
lem, because the SVM is a quadratic optimization pro-
gram. Therefore, when solving SVM, this problem is 
almost inevitable; therefore, future research direction 
of the training algorithm of SVM will aim at solving 
the above problems, and exploring continuously. 

 In the formula, K(x•xi)=(x) (xi) is kernel function, and 
sign is symbolic function, the results are +1 or -1, and n is 
the number of support vector. This paper selects radial basis 
kernel function. Regularization parameter and kernel func-
tion parameters' C sigma selection directly affect the size of 
the classification accuracy of SVM, so the reasonable selec-
tion of parameters is very important according to the SVM 
theory. But the existing methods of selecting SVM's parame-
ters are tedious, time-consuming and the result is not good. 
Therefore, this article puts forward to use the simulated an-
nealing (SA) algorithm for selecting SVM parameters. 
 If the problem dataset is a convex set, global optimal 
solution can be achieved? Moreover, if some Lagrange mul-
tipliers become zero, not all of the training points are mean-
ingful for the final result. If the training points are removed 
in advance, the same conclusion can be drawn. Training set 
with a nonzero Lagrange multiplier is called support vector 
which plays a crucial role in the conclusion. The fewer the 
number of support vector, the more reasonable the conclu-
sion, less calculation amount and the more ideal result will 
be achieved. 
 SVM is known as the first choice to solve the problem of 
nonlinear because of the uniqueness, the sparseness and good 
generalization of its solution. The traditional artificial intelli-
gence technology is based on empirical risk minimization 
principle, which is easy to cause over-fitting and under-
fitting. And the SVM is based on structural risk minimiza-
tion principle, which not only controls the training error, but 
also controls the complexity and generalization risk of 
model. So compared with the traditional method, the SVM 
can get better performance. This article through improved 
simulated annealing algorithm to optimize the parameters of 

SVM, uses well-optimized SVM to realize the prediction of 
grid resources. 

3. MACHINE LEARNING THEORY 

3.1. The Expression of Machine Learning Problems 

Machine learning method uses artificial intelligence to 
make the computer learn automatically, thereby constantly 
improving their performance through learning. Traditional 
machine learning model is shown in Fig. (1). It is based on 
the principle is to get information from the environment, 
produce the knowledge base for information learning, and 
implementation and evaluation are based on the knowledge 
base, which can also provide feedback for learning modules 
of the study improvement method.  
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Fig. (1). Machine learning process. 

 
 There are usually three modules based on the data of ma-
chine learning; data generator, trainers and learning ma-
chine. The specific learning process is as follows: 

1) Data generator G, generated from distribution func-
tion F (x) with the distribution of the vector, nix x ∈ 
R. 

2) Trainer S, returns the corresponding output value y 
to all the input vectors x, according to F (x, y) = F 
(x) F (y | x), choose one independent distribution 
data from (x1,y1), (x2,y2),…, (ixia) as the data train-
ing dataset. 

3) Learning machine, select from the standby dataset f 
(x, a), a∈Ω, Ω expresses parameters collection, and 
obtain function f(x, a) which is the most close to the 
objective. Then, calculate its corresponding results y 
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as to the input vector x and output it. The role of the 
machine learning module is to get the latest output 
value y' infinitely closer to trainer output y. 

 Through machine learning, extract function from the 
training dataset f (x, a), a∈ that reflect characteristics of 
training dataset and approximation to trainers. Minimized 
risk of functional R(a) is expressed in mathematics as fol-
lows: 

 ( ) ( ) ( ), ,R a Q z a dF z a= !"#            (1) 
 In this equation, Q(z, a), a ∈Ω is the specific loss func-
tion, and F (z) is the probability measure on the Z space. 

3.2. Minimization of Empirical Risk  

 Machine learning problems based on the dataset, is aim-
ing at minimizing the expected risk R (a), through the Em-
pirical Risk Minimization [1] principle, by changing formula 
(1) to the following formula:  
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 This is just a simple replacement without solid mathe-
matical proof of theoretical support. That is, only when the 
sample size is infinity, empirical risk can be approximated to 
real risk. When the sample size is very small, this alternative 
often may cause blunders. Therefore, since the early days of 
machine learning, scholars have been studying how to carry 
out the empirical risk minimization which dominated the 
machine learning for many years. 

3.3. VC Dimension 

 VC dimension [2] is an important concept in the statisti-
cal learning theory. In the pattern recognition method, VC 
dimension is defined as: for a dataset of exponential func-
tion, if there are h groups of samples separated in accordance 
with all 20 possible parameters using the functions from 
function dataset, then the function dataset is called to scatter 
h samples. The VC dimension of the function dataset is the 
largest number h of samples that it can break. If according to 
any number of samples there are functions that can break 
them up, the VC dimension of the function datasets is infi-
nite. In short, since the VC dimension itself describes the 
function of learning model collection capacity, it can be said 
that the learning ability of this function is descriptive. The 
larger VC dimension is, the greater the function dataset is, 
and the stronger the corresponding learning ability. For ex-
ample for the second-class classification problem, based on 
each possible division, there is a swallowing function exist-
ing in each function dataset, to make the function to take +l 
to one of the classes, and to take -1 to another class. 

4. BASIC PRINCIPLE OF SUPPORT VECTOR MA-
CHINE 

4.1. Incremental Support Vector Machine 

 All these methods assume that the sample dataset is 
small. In the actual situation however, it is often unable to 
meet this condition, as data capacity dynamically grows over 

time. If the sample data is regularly received over time or got 
online, along with the collection of new sample, SVM algo-
rithm is limited by the bottleneck of quadratic programming 
problem: 

1) The time complexity for solving quadratic program-
ming problem is O (N3). The space complexity stor-
age of nuclear matrix space is O (N2). When the size 
of training sample dataset is too large, it will lead to 
too long time of SVM training, the nuclear matrix 
storage size can cause lack of memory space; 

2) The essence of solving problem of quadratic pro-
gramming is geared to the needs of mass data. Al-
though the trained SVM cannot include the new 
training sample, yet it reflects the characteristics of 
the new samples. Classical SVM algorithm can’t 
support incremental learning directly.  

 How to reduce the operation time in computational 
memory problems brought by the quadratic programming to 
solve problem of large capacity dataset has been the focus of 
SVM. In the face of the increment of dynamic data, people 
designed some new algorithms of SVM, named incremental 
SVM algorithm. This algorithm has shown its power on 
dealing with problems by aiming at increasing data to accu-
mulate knowledge. It has the following unique advantages: 

1) Large-scale data processing. Incremental SVM 
works by breaking the large data into several parts. It 
studies one part to gain support vector information, 
and then add another from the remaining sample set, 
for a single instance of training. Or at the same time, 
it studies the integral dataset respectively to get a 
rule dataset, then study the rule set again as the new 
dataset. 

2) No original dataset. Sometimes, there is only rule 
dataset, but not the raw dataset. When learning the 
new knowledge, the model can't be learnt by using 
traditional machine learning, but using incremental 
SVM, with the incremental data for the inspection of 
known rule datasets and updates. 

3) Real-time requirements. In this case, no all the origi-
nal and new datasets for training is possibly studied 
using the classic SVM. Only the faster training speed 
of incremental SVM can be used to solve this. 

4) More capable to reflect the changes of things. New 
sample data is increasing, and the support vector is 
changing which more accurately reflects the new dy-
namic data and is in favour of the change trend of the 
data for analysis. 

4.2. Introduction of SVM Incremental Learning Algo-
rithm  

 Because of the good learning performance, strong non-
linear processing ability and good generalization ability of 
SVM, it has been a successful application in many areas 
since its launch. The researchers from various aspects have 
made improvements to the original SVM algorithm, and 
these efforts have greatly expanded the application field of 
the SVM. But as a new technology, there are still some limi-
tations of SVM, for example, with the increase of sample 



Research on Incremental Learning Method Based on Support Vector The Open Automation and Control Systems Journal, 2015, Volume 7    1557 

size, the SVM training speed may slow down significantly; it 
lacks the support for incremental learning; and is difficult to 
integrate prior knowledge and so on. The crux of these prob-
lems lie in: the classical SVM training practice algorithm 
finally boils down to a convex quadratic programming (QP) 
problem, as all the training samples participate in training at 
the same time to find out the optimal classification plane. If 
there is a new sample to join, there is a need to train all of 
the samples to get new optimal classification plane. That will 
be bound to bring to SVM the problem of slow training 
speed and large space complexity. The structure diagram of 
incremental learning algorithm is shown in Fig. (2). 
 

 
 
Fig. (2). Performance of SVM with batch training and incremental 
learning. 
 
 The idea of incremental algorithm is proposed to solve 
this difficult problem, that is to say that now the SVM algo-
rithm can not only retain the existing knowledge and make 
analysis of the new problem in machine learning, but also 
reduce the time to study due to the addition of new samples. 
In fact, in the today’s information swelling age, we can't 
hope that a very complete training dataset can be precisely 
defined and collected for the initial establishment of the sys-
tem. We should learn to have the ability to do this; this is 
also the realistic significance of the SVM algorithm of in-
cremental learning. 
 Experimental data comes from the Heart of UCI dataset; 
Scale, German and Banana. Two experiments were carried 
out in order to evaluate the algorithm performance: one is 
comparing the performance of SVM of the incremental train-
ing mode proposed in this paper and batch training mode 
SVM; the other is comparing the performance of our pro-
posed incremental algorithm in this paper and the incre-
mental algorithm proposed in other literature [2] (ISVM). 
Comparison is based on the classification accuracy of inde-
pendent test dataset. Some of the dataset are not the prob-
lems of two classes classification one, but they have been 
processed into two kinds of classification problem, and all of 
the dataset has been processed into mean value 0, the stan-
dard deviation 1. The basic information of the dataset is 
shown in Table 1. 

 Experimental platform: 2.9 GHz Intel dual-core proces-
sor, 2 GB memory, Matlab7.1 simulation was used. A total 
of 550 samples of 13D vector, were divided into five sample 
sets to simulate the whole process of increment; the sample 
size is 110 each, the original sample support vector number 
is 57, C takes value of 1500, radial Gaussian kernel function 
was adopted to be compared with the traditional algorithm, 
based on the internal moment algorithm and given in the 
literature, 13 were compared, while traditional algorithm is 
to combine the original sample set and incremental collec-
tion directly to generate a new training set, n takes 10. Ker-
nel function is chosen as the radial basis function experi-
ment, the width of the parameters is δ. All experiments were 
carried on Windows 2000 system IntelP4PC (1.4 GHz CPU, 
256 MB memory). The experimental results are as shown in 
Table 1. 

5. INCREMENTAL EXPERIMENTAL PROCESS 

 In different experiments, in order to have a convenient 
comparison, the same kernel function and its parameters 
should be chosen. The first experiment is to compare differ-
ence of the performance of SVM of the incremental training 
mode proposed in this paper and batch training mode SVM; 
the second experiment has two purposes: 

1) Whether the proposed method meets the standard 
that incremental algorithm must possess.  

2) Comparison of the performance of incremental SVM 
with the other method. To analyse both the cases, the 
following experiments are designed: first of all, the 
dataset is divided into training sets of mutually dis-
joint TR and TE test sets, and then they are further 
divided into 10 parts of training sets DS I, I = 1,..., 
10. Each part contains 10% of different training sets, 
which can realize the following two different ways 
of incremental learning [3]. 

 The result of the average prediction accuracy p and batch 
training of proposed approach after 10 steps of incremental 
learning on the test set is shown in Fig. (3).  

 From Fig. (3), we can see that the performance of new 
incremental algorithm and SVM algorithm is equal, as there 
is no absolute advantage of any method, except that the batch 
of training SVM algorithm is difficult to deal with large 
datasets, while our proposed method can deal with large 
datasets. An efficient incremental algorithm [4] must meet 
the following three principles. 

Table 1. Dataset and experiment parameters. 

Name of Data Set No. of Training Sample No. of Test Sample No. of Property C δ 

Banana 409 4800 2 316.340 1 

German 708 300 20 3.162 55 

Heart 178 100 13 3.162 120 
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Fig. (3). Performance of SVM with batch training and incremental 
learning. 
 
 Stability: after every step of incremental learning, predic-
tion accuracy of test set changes a little; 
 Performance improvement: prediction precision of the 
machine should be improved as the incremental learning 
progresses; 
 Recovery ability: a learning method should have the abil-
ity to respond to the performance, namely when the perform-
ance drops after a learning step, algorithm should have the 
ability to respond, i.e. either performance recovers or per-
forms more than previously with the increase of learning 
step. The changes in prediction accuracy p in the test set are 
not very significant, which meets the requirements of the 
stability of incremental algorithm. It can be seen from the 
diagram that the prediction accuracy is improving with the 
increase of the incremental steps in general.  
 We can find from the Fig. (3) that incremental algorithm 
proposed in this paper has the ability of performance re-
sponse. Therefore, the incremental training process sug-
gested in this paper meets the requirements of incremental 
algorithm. The experimental results show that the incre-
mental algorithm proposed in this paper share properties 
with the method proposed in literature [5], and in most of the 
performances of datasets and the methods. The experimental 
results also show that with the increase of incremental steps 
performance change decreases, finally increasing the training 
steps almost will not change the performance of classifica-
tion. Thus, this algorithm can be used to estimate the expres-
sion of problems in a sample. 
 Incremental algorithm can better improve the modeling 
speed SVM, but how to ensure the accuracy well enough of 
the incremental algorithm directly affects the effectiveness of 
the incremental algorithm. This SVM incremental algorithm 
guarantees the precision, and at the same time faster training 
speed is obtained compared with other algorithms. 
 In addition, conventional SVM model uses the same error 
value for all the training samples; only call for independent 
identically distributed dataset; treat all of samples participat-
ing in the training equally; because of the existence of noise 

and many other uncertain factors, some sample gravely devi-
ate from the category of probability distribution leading to 
loss of different sample points and ordinary samples misclas-
sification. Therefore, finding an effective learning algorithm 
is currently the main focus of the application of incremental 
SVM. 

CONCLUSION 

 Because the SVM has a good learning performance, 
strong nonlinear processing ability and good generalization 
ability; it has been successfully applied in many areas since 
its launch. But, there are a few shortcomings such as, large 
data calculation, long training time and too much difference 
between samples, too much influence on classification accu-
racy, and no support on incremental learning. This paper 
presents a new incremental training algorithm based on 
SVM. The main idea is to use the standard SVM algorithm 
to get the initial concept, and then use the concept put for-
ward in this paper to update the method, that is by dissolving 
a convex quadratic programming problem similar to standard 
SVM algorithm. Compared with the performance of the 
batch training method, it shows that the new algorithm has a 
good performance. Another special point of the new algo-
rithm is that the updated model has mathematical form, simi-
lar to that of the standard SVM that can get the solution of 
sparse representation. No additional calculations can step 
back. It can also be used to estimate problem of expressing 
the required sample size. If the incremental steps continue to 
increase, while the performance change is not significant, 
except the growing number of support vector, it will lower 
the efficiency of prediction. Thus, the incremental stop con-
dition and solving the minimum support vector expression 
problems remain to be there for further research. In addition, 
conventional SVM model uses the same error value for all 
the training sample; only calls for independent identically 
distributed data; treats fairly all the samples in practice par-
ticipating in the training; because of the existence of noise 
and many other uncertain factors, some sample gravely devi-
ate are made to be far from the category of probability distri-
bution; and there are different loss of sample points and or-
dinary samples misclassifications. Therefore, finding the 
effective learning algorithm is currently the main focus of 
study for the application of incremental SVM. 
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