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Abstract: Aim to blemish of total least square algorithm based on error equation of virtual observation, this paper proposed a sort of improved algorithm which doesn’t neglect condition equation of virtual observation, and considers both error equation and condition equation of virtual observation. So, the improved algorithm is better. Finally, this paper has fitted a straight line in three-dimensional space based on the improved algorithm. The result showed that the improved algorithm is viable and valid.
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1. INTRODUCTION

Total least square algorithm has obvious advantage \textsuperscript{[1]}, but there exists a sort of problem because it supposed every individual of designing matrix all has error. So, literatures \textsuperscript{[1, 2]} made some reasonable improvement, put forward virtual observation method and listed error equations of virtual observation. Their works are useful, but there existed some questions, because they didn’t consider condition equations among virtual observations which maybe existed. So, further improvement should be made.

This paper put forward condition equations of virtual observations, considered condition equations and error equations of virtual observations at the same time, and dealt with fitting a straight line in three-dimensional space based on the improved algorithm. The result showed that the improved algorithm is viable and valid.

2. THE PRINCIPLE DEALING WITH TOTAL LEAST SQUARE BASED ON VIRTUAL OBSERVATIONS \textsuperscript{[1, 2]}

Literature \textsuperscript{[1, 2]}, which supported part of $\hat{B}$ did not give any error, yielding the model of least squares as follows:
\begin{align*}
\hat{L} &= \hat{B} \hat{X} - d \\
\hat{L}_s &= \hat{X}_s
\end{align*}
(1)
(2)
where,

Eq.1 is actual observation equation;

$\hat{L}$ --- estimated value of column vector of observations;

$\hat{B}$ --- estimated value of designing matrix;

$\hat{X}$ --- estimated value of column vector of unknown parameters;

$d$ --- column vector of constant;

Eq.2 is virtual observation equation;

$\hat{L}_n$ --- estimated value of column vector from virtual observation,

$\hat{X}_n$ --- estimated value of column vector of unknown parameters.

$P_1$ and $P_2$ are weight matrix.

Based on Eq.1 and Eq.2, we can obtain error equation such as Eq.3
\begin{align*}
V' &= B' \hat{X}' - l \\
V' &= \begin{bmatrix} V \\ V_s \end{bmatrix};
B' &= \begin{bmatrix} B^0 & A \\ 0 & E \end{bmatrix};
\hat{X}' &= \begin{bmatrix} \hat{x} \\ \hat{X}_n \end{bmatrix};
l &= \begin{bmatrix} L + d - B' \hat{X}' \\ L_s - \hat{X}_s \end{bmatrix};
V &= \text{residual of actual observation value};
V_s &= \text{residual of virtual observation value};
\end{align*}
(3)
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\[ \hat{B}' \text{ --- approximation of } \hat{B}; \]
\[ \Delta \hat{B} = \hat{B} - B' \]
\[ \hat{X}' \text{ --- approximation of } X; \]
\[ \hat{x} = \hat{X}' - X' \]
\[ A \text{ is easily solved out by } \Delta \hat{B}X' = A\hat{x}[1]; \]
\[ 0 \text{ of left bottom of } \begin{bmatrix} B' & A \\ 0 & E \end{bmatrix} \text{ is zero matrix}; \]
\[ E \text{ is unit matrix.} \]

Then, based on least square, we can obtain estimated value of unknown parameters as Eq.4 [1, 2],
\[ \hat{x}' = \left( B'^T PB' \right)^{-1} B'^T P l \]  \hspace{1cm} (4)
estimated value of unit weight as Eq.5 [1, 2],
\[ \hat{\sigma}_0^2 = \frac{V'^T PV'}{n-t} \]  \hspace{1cm} (5)
and estimated value of cofactor matrix of unknown parameters as Eq.6[1-2]
\[ Q_{v'} = \left( B'^T PB' \right)^{-1} \]  \hspace{1cm} (6)
where:
\[ P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix}; \]
\[ 0 \text{ of } \begin{bmatrix} 0 & 0 \\ P_1 & 0 \end{bmatrix} \text{ is zero matrix}; \]
\[ \hat{\sigma}_0^2 \text{ --- estimated value of variances of unit weight; } \]
\[ Q_{v'} \text{ --- estimated value of cofactor matrix of unknown parameters.} \]
\[ n \text{ --- quantity of actual observation values; } \]
\[ t \text{ --- necessary quantity of actual observation values.} \]

(Note: Literatures [1, 2] neglected many sign ‘A’ which means estimated value.)

3. THE PRINCIPLE OF IMPROVED ALGORITHM OF TOTAL LEAST SQUARE

We suppose there exists condition equation Eq.7 [3],
\[ C\hat{x}_b - W_{x\_a} = 0 \]  \hspace{1cm} (7)
where: 0 is matrix.

Eq.8 can be derived from Eq.7.
\[ C\hat{x}' - W_{x\_a} = 0 \]  \hspace{1cm} (8)
where:
\[ C' = \begin{bmatrix} 0 & C \end{bmatrix}; \]
\[ W_{x\_a} = \begin{bmatrix} 0 \\ W_{x\_a} \end{bmatrix}; \]
\[ 0 \text{ of } C' = \begin{bmatrix} 0 & C \end{bmatrix} \text{ is matrix; } \]
\[ 0 \text{ of } W_{x\_a} = \begin{bmatrix} 0 \\ W_{x\_a} \end{bmatrix} \text{ is matrix; } \]
\[ 0 \text{ of } C'x' - W_{x\_a} = 0 \text{ is matrix.} \]

If we unite Eq.8 and Eq.3, and compute them based on adjustment of indirect observations with conditions, we can obtain estimated value of unknown parameters as Eq.9 [3],
\[ x' = \left( N_{\sigma}^{-1} - N_{\sigma}^{-1}C'N_{\sigma}^{-1}C'N_{\sigma}^{-1} \right) W + N_{\sigma}^{-1}C'N_{\sigma}^{-1}N_{\sigma}^{-1} \]  \hspace{1cm} (9)
estimated value of variances of unit weight as Eq.10 [3],
\[ \hat{\sigma}_0^2 = \frac{V'^T PV'}{n-u+s} \]  \hspace{1cm} (10)
and estimated value of cofactor matrix of unknown parameters as Eq.11 [3],
\[ Q_{v'} = N_{\sigma}^{-1} - N_{\sigma}^{-1}C'N_{\sigma}^{-1}C'N_{\sigma}^{-1} \]  \hspace{1cm} (11)
where,
\[ N_{\sigma} = B'^T PB'; \]
\[ W = B'^T P l; \]
\[ N_{v'} = C'N_{\sigma}^{-1}C' \]
\[ u \text{ --- quantity of unknown parameters; } \]
\[ s \text{ --- quantity of condition equations of unknown parameters.} \]

4. EXAMPLE

This paper adopted the improved algorithm of total least square to data of Table 1 which came from Table I of literature [4].

Table 1. Measured Data of Spatial Straight Line

<table>
<thead>
<tr>
<th>Assumed Point Name by me</th>
<th>x(m)</th>
<th>y(m)</th>
<th>z(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0036</td>
<td>2.9960</td>
<td>3.0041</td>
</tr>
<tr>
<td>2</td>
<td>4.0034</td>
<td>4.9980</td>
<td>6.0033</td>
</tr>
<tr>
<td>3</td>
<td>5.0050</td>
<td>6.9992</td>
<td>9.0050</td>
</tr>
<tr>
<td>4</td>
<td>5.9964</td>
<td>9.0036</td>
<td>11.9962</td>
</tr>
<tr>
<td>5</td>
<td>7.032</td>
<td>10.9968</td>
<td>15.0024</td>
</tr>
<tr>
<td>6</td>
<td>8.0038</td>
<td>13.0001</td>
<td>18.0045</td>
</tr>
<tr>
<td>7</td>
<td>9.0010</td>
<td>15.0040</td>
<td>20.9967</td>
</tr>
<tr>
<td>8</td>
<td>9.9972</td>
<td>16.9993</td>
<td>23.9982</td>
</tr>
<tr>
<td>9</td>
<td>11.0011</td>
<td>18.9962</td>
<td>27.0001</td>
</tr>
<tr>
<td>10</td>
<td>11.9979</td>
<td>20.9980</td>
<td>29.9978</td>
</tr>
</tbody>
</table>

We still suppose equation of straight line in three-dimensional space such as Eq.12[4],
\[ \frac{x-x_0}{A} = \frac{y-y_0}{B} = \frac{z-z_0}{C} \]  \hspace{1cm} (12)
Then, Eq.13 can come from Eq.12[4].

\[
\begin{align*}
x &= az + b \\
y &= cz + d
\end{align*}
\]

where,
\[
a = \frac{A}{C};
\]
\[
b = x_0 - \frac{A}{C}z_0;
\]
\[
c = \frac{B}{C};
\]
\[
d = y_0 - \frac{B}{C}z_0.
\]

So, we can obtain error equation Eq.14 based on Tab.1.(Note:There is some neglect in Eq.4 and Eq.5 of literature[4].)

\[
V = \begin{bmatrix}
B_0 \hat{\mathbf{x}}_{191} + 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & B_0 \hat{\mathbf{x}}_{293} & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \cdots & B_0 \hat{\mathbf{x}}_{293} + \hat{\mathbf{x}}_{293} + 1 \\
0 & 0 & B_0 \hat{\mathbf{x}}_{293} + \hat{\mathbf{x}}_{293} + 1 & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
\alpha^0 + \delta \alpha \\
\beta^0 + \delta \beta \\
\gamma^0 + \delta \gamma \\
d^0 + \delta d
\end{bmatrix}
\begin{bmatrix}
x_1 \\
y_1 \\
x_2 \\
y_2 \\
x_3 \\
y_3 \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
x_{20} \\
y_{20}
\end{bmatrix}
\]

where,
\[
B_0^0 \text{---approximation of } B_0; \\
\hat{\mathbf{x}}_{191} \text{--- residual of } B_0^0; \\
\hat{\mathbf{B}}_0 = \hat{\mathbf{x}}_{191} + B_0^0; \\
\alpha^0 \text{--- approximation of } \alpha; \\
\beta^0 \text{--- approximation of } \beta; \\
\gamma^0 \text{--- approximation of } \gamma; \\
d^0 \text{--- approximation of } d; \\
\delta \alpha \text{--- residual of } \alpha^0; \\
\delta \beta \text{--- residual of } \beta^0; \\
\delta \gamma \text{--- residual of } \gamma^0; \\
\delta d \text{--- residual of } d^0; \\
\delta \hat{\alpha} \text{--- residual of } \alpha^0 + \delta \alpha; \\
\delta \hat{\beta} \text{--- residual of } \beta^0 + \delta \beta; \\
\delta \hat{\gamma} \text{--- residual of } \gamma^0 + \delta \gamma; \\
\delta \hat{d} \text{--- residual of } d^0 + \delta d.
\]

Obviously, Eq.15 can come from Eq.14.

When we consider residual of virtual observations we can obtain Eq.17.

\[
V = \begin{bmatrix}
\delta \hat{\mathbf{a}} \\
\delta \hat{\mathbf{b}} \\
\delta \hat{\mathbf{c}} \\
\delta \hat{\mathbf{d}}
\end{bmatrix}
\begin{bmatrix}
L_{191} - B_1^0 \\
L_{293} - B_2^0 \\
L_{393} - B_3^0 \\
L_{493} - B_4^0
\end{bmatrix}
\begin{bmatrix}
\hat{\mathbf{B}}_0 \\
\hat{\mathbf{B}}_1 \\
\hat{\mathbf{B}}_2 \\
\hat{\mathbf{B}}_3 \\
\hat{\mathbf{B}}_4
\end{bmatrix}
\]

where, \( L_{Bi} \) --- virtual observations of \( \hat{\mathbf{B}}_i \).

Finally, let

\[
V' = \begin{bmatrix}
V \\
V_B
\end{bmatrix}
\]

Obviously, there exist condition equations among virtual observations.

\[
\hat{\mathbf{B}}_i = \hat{\mathbf{B}}_{i,191}, i = 1,3,5,L \quad 19
\]

Then, based on Eq.19, we can obtain Eq.20.
If we select

\[
\begin{bmatrix}
\hat{a} \\
\hat{b} \\
\hat{\hat{c}} \\
\hat{\hat{d}} \\
\hat{B}_{11} \\
\hat{B}_{31} \\
\hat{B}_{33} \\
\hat{B}_{11} \\
\hat{B}_{23} \\
\hat{B}_{31} \\
\hat{B}_{33}
\end{bmatrix}
\]

(21)

and \( P = E \) (There, we suppose actual observation and virtual observation are all equal precision independent surveying values. So, we can suppose \( P = E \)), and alternately compute for two times to obtain parameter estimation values such as Eq. 22 and Eq. 23.

\[
\begin{bmatrix}
0.333248 \\
2.002473 \text{(m)} \\
0.666823 \\
0.995788 \text{(m)} \\
3.003322 \text{(m)} \\
3.004100 \text{(m)} \\
6.003300 \text{(m)} \\
6.003300 \text{(m)} \\
9.005000 \text{(m)} \\
9.005000 \text{(m)} \\
11.99620 \text{(m)} \\
11.99620 \text{(m)} \\
15.00240 \text{(m)} \\
15.00240 \text{(m)} \\
18.00450 \text{(m)} \\
18.00450 \text{(m)} \\
20.99960 \text{(m)} \\
20.99960 \text{(m)} \\
23.99820 \text{(m)} \\
23.99820 \text{(m)} \\
27.00010 \text{(m)} \\
27.00010 \text{(m)} \\
29.99780 \text{(m)} \\
29.99780 \text{(m)}
\end{bmatrix}
\]

and mean square errors of unit weight of two times are such as Eq. 24 and Eq. 25.

\[
\hat{\sigma}_0 \text{ (the first time)} = \pm \sqrt{\frac{V''PV''}{n - u + s}} = \pm 0.000149131 \frac{\sqrt{n - u + s}}{20 + 20 - (4 + 20) + 10} = \pm 0.00239495 \text{(m)}
\]

\[
\hat{\sigma}_0 \text{ (the second time)} = \pm \sqrt{\frac{V''PV''}{n - u + s}} = \pm 0.000149134 \frac{\sqrt{n - u + s}}{20 + 20 - (4 + 20) + 10} = \pm 0.00239498 \text{(m)}
\]

When time of alternate computing is two, we can obtain satisfying result, then stop computing and select the first result as final result. So, we can obtain equation of straight line in three-dimensional space based on literature[4].

\[
\begin{aligned}
x &= 0.333248z + 2.002473 \\
y &= 0.666823z + 0.995788
\end{aligned}
\]

then, the standard equation of the straight line is

\[
\begin{bmatrix}
\hat{a} \\
\hat{b} \\
\hat{\hat{c}} \\
\hat{\hat{d}} \\
\hat{B}_{11} \\
\hat{B}_{31} \\
\hat{B}_{33} \\
\hat{B}_{11} \\
\hat{B}_{23} \\
\hat{B}_{31} \\
\hat{B}_{33}
\end{bmatrix}
\]

(22)
\[
x - 2.002473 = y - 0.995788 = z - 0
\]
\[
\begin{bmatrix}
0.333248 \\
0.666823
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} = \begin{bmatrix} 1 \end{bmatrix}
\]

If we don’t consider Eq.19 or Eq.20 like literatures[1-2,4], we still alternate compute for two times to obtain parameter estimation values such as Eq.28 and Eq.29 based on Eq.21 and \(P = E\).

\[
\begin{bmatrix}
\hat{a} \\
\hat{b} \\
\hat{c} \\
\hat{d}
\end{bmatrix}
= \begin{bmatrix}
0.333248 \\
2.002473(m) \\
0.666823 \\
0.995788(m) \\
3.004105(m) \\
3.002719(m) \\
6.003402(m) \\
6.002872(m) \\
9.005488(m) \\
9.004385(m) \\
11.99507(m) \\
12.00011(m) \\
15.00276(m) \\
15.00104(m) \\
18.00491(m) \\
18.00380(m) \\
20.9973(m) \\
21.00199(m) \\
23.99741(m) \\
23.99864(m) \\
27.00037(m) \\
26.99831(m) \\
29.99796(m) \\
29.99733(m)
\end{bmatrix}
\]

\[
\begin{bmatrix}
\hat{a} \\
\hat{b} \\
\hat{c} \\
\hat{d}
\end{bmatrix}
= \begin{bmatrix}
0.333248 \\
2.002473(m) \\
0.666823 \\
0.995788(m) \\
3.004105(m) \\
3.002719(m) \\
6.003402(m) \\
6.002872(m) \\
9.005488(m) \\
9.004385(m) \\
11.99507(m) \\
12.00011(m) \\
15.00276(m) \\
15.00104(m) \\
18.00491(m) \\
18.00380(m) \\
20.9973(m) \\
21.00199(m) \\
23.99741(m) \\
23.99864(m) \\
27.00037(m) \\
26.99831(m) \\
29.99796(m) \\
29.99733(m)
\end{bmatrix}
\]

and mean square errors of unit weight of two times are such as Eq.30 and Eq.31.

\[
\hat{\sigma}(\text{the first time}) = \sqrt{\frac{V^T P V}{n - t}}
\]

\[
\hat{\sigma}(\text{the second time}) = \sqrt{\frac{V^T P V}{n - t}}
\]

When time of alternate computing is two, we can still obtain satisfying result, then, stop computing and select the first result as final result. So, we can still obtain equation of straight line in three-dimensional space based on literature[4].

The difference of Eq.6 and Eq.11 is

\[
N^{-1}_{ab}C^{T}N_{ab}^{-1}C^T N_{ab}^{-1}N_{ab}^{-1}
\]

so, the difference of estimated value of cofactor matrix of unknown parameters is very obvious.

Though the equation of straight line based on method of literature [1, 2] and based on new method of this paper are almost same in certain accuracy, but there still exists some difference, and at the same time, estimated value of cofactor matrix of unknown parameters is different, mean square error of unit weight of the improved method is better, and theory of the improved method is more strict, so, the improved method of this paper is better.

CONCLUSION

This paper put forward a sort of new algorithm of total least square and deduced homologous formula. The new algorithm can improve algorithm and mean square error of unit weight, because it considered condition equations among virtual observations in designing matrix, but the other literatures didn’t.

Example of fitting a straight line in three-dimensional space showed that the improved algorithm of this paper is viable and valid.
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