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Abstract: A method of object recognition for objects with special topological structure is developed based on top-hat 
transformation for service robot. The objects with four legs are easily detected and recognized by service robot with laser 
ranger array by this method. First, the top-hat transformation in one dimension is reviewed, then the recognition strategy 
of self-adapting threshold for objects with special topological structure is proposed, and finally, the general data process 
for object recognition and position is proposed and analyzed. Experimental results show that the process of object recog-
nition based on top-hat transformation proposed in this article is an effective and accurate application. 
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1. INTRODUCTION 

When robots carry on mission planning and execution, 
they not only need structural information about the environ-
ment for navigation and self-localization, but also need to 
understand semantic information of the environment to pos-
sess certain social skills. The semantic maps [1, 2] come up 
to capture the human point-of-view of robotic environments, 
which enable the high-level and more intelligent robot de-
velopment and the human-robot interaction as well. To real-
ize the above function, semantic map should include detailed 
information about the functional properties of rooms and 
objects [3-5]. For example, if a man needs a “chair”, the ro-
bot should find the semantic symbol and the corresponding 
location of the chair in its semantic map at first. Consequent-
ly, object recognition is the basis of advanced function for 
service robot to build the semantic map.  

When the service robot mainly works in special envi-
ronment such as wards in hospital, conference rooms, dining 
rooms or other indoor environment, many target objects such 
as beds, chairs, desks with four legs are faced. Recognition 
task for these items is very important for semantic map 
building. If the robot can recognize commands such as ‘this 
is a table’ and ‘that is a chair’, the robot can serve as being 
the user friendly.  

Many techniques have been proposed and are now in use 
for object recognition; however, the recognition of the object 
with four legs is difficult and little reported. Computer vision 
is a common method for object recognition because image 
contains enough information and details for human to finish 
it, and many methods or algorithms have been proposed to 
solve the problem. But some problems still exist [6-9]. First-
ly, in complex indoor environment, it’s hard to select candi-
date objects for various target objects. Secondly, it’s difficult 
to accurately extract shapes from objects because of different 
object postures and noises or illuminations from the back-
ground. Thirdly, Sample library should be built before 
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recognition, for example, a database of 7000 pictures for 100 
objects is already built in [8], which brings much work for 
developers. So, computer vision is not a good choice for ser-
vice robot to finish recognition tasks because a large data-
base needs to be achieved before. Besides computer vision 
for object recognition based on features of objects, there is 
another method proposed by Hao Wu, for service robot to 
recognize target object based on QR Code [9]. In this meth-
od, the information of object is recorded by QR code which 
is stacked on target object with artificial landmarks. It’s a 
reliable and effective method, but the object is recognized 
beforehand and all the information of the object is encoded 
to QR code by programmers. It requires more time for pro-
grammers to help the service robot finish the artificial recog-
nition tasks.  

Using laser sensor, a new method based on top-hat trans-
formation and self-adapting threshold has been proposed for 
service robot to finish parts of object recognition tasks in our 
work. The experiments proved that all recognition tasks for 
furniture with four legs could be finished accurately and rapid-
ly by service robot, which will save large amounts of time for 
developers. 

2. OBJECT RECOGNITION BASED ON TOP-HAT 
TRANSFORMATION 

2.1. Review of Top-Hat Transformation in One Dimension 

Top-hat transformation is a morphological algorithm 
based on erosion operation and dilation operation. It is  
commonly used in medical imaging or agriculture processing 
and recognition, such as counting of blood cells, or detecting 
and counting of sample seeds etc. It is  the high-pass filter in 
image processing that eliminates the signal with low fre-
quency background, such as uneven illumination of sunlight 
or lamp. Top-hat transformation in one dimension is effec-
tive in weakening the background signal with low frequency 
and maintaining the effective signal of target objects. Let F 
and S represent the original signal from laser ranger array 
and a structuring element respectively. Erosion operation 
F! S(t)  is defined below [10]:  
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F! S(t) = min{F(x0 " #x )" S( #x ) "x0 < #x < x0}  (1) 

Correspondingly, the dilation operation F! S(t) is de-
fined below: 

F!S(t) = max{F(x0 " #x )+ S( #x ) "x0 < #x < x0}   (2) 

And the opening operation and closing operation F○S 
and F●S are defined below: 

F !S = (F!S)" S  (3) 

F • S = (F! S)"S  (4) 

Let H represent the data after top-hat transformation, and 
the top-hat transformation is defined as follows [10]: 

 H = F ! (F !S)  (5) 

In image processing, opening operation is used for 
brightening some regions and closing operation is used for 
darkening holes in images. The top-hat transformation in one 
dimension is used as a high-pass filter. The structuring ele-
ment S is designed as a semicircle with the radius r. The sig-
nal with frequency lower than 1/r is weakened by filter, and 
all signals with frequency higher than that are maintained. 
The top-hat transformation is the fundamental filter for ob-
ject recognition for service robot. Comparing previous meth-
od based on machine learning or object database, the pro-
posed method can detect new objects accurately without pre-
vious learning or database building. 

Let S be the structuring element of top-hat transfor-
mation, so each point Si with position (xi , yi ) of all the n 
points on S is on the circle with a special radius r and center 
(x0, y0 )  as shown in the following equation: 

xi = x0 + r *cos(
i
n
*180)  (6) 

yi = y0 + r *sin(
i
n
*180)  (7) 

Fig. (1) shows a structuring element with radius 50. 
 

 
Fig. (1). A structuring element S. 

2.2. Laser Ranger Array Processing of Service Robot 

Laser ranger array is an important part of the multi-
sensor system in service robot. In our service robot platform, 
we placed a laser ranger array in front of the body of robot. 
The array of laser ranger can send feedback with an array of 
length from the laser ranger array to the obstacle in polar 
coordinates. The angle of laser rays is from 0 to 180. There 

are 1080 laser rays in the laser ranger ray, and it can send 
feedback of a ray of 1080 focal length. The refresh frequency 
is about 7.69Hz. However, we could not use all of the data 
from the laser ranger array. So, we select from No. 280 to 
No. 800, which is ranged from angle 25 to 155 to avoid the 
influence of the body structure of the service robot. 

 

 
Fig. (2). Flow chart of laser ranger array. 

2.3. General Processing Steps of Object Recognition 

In the software platform, we also built a real-time module 
for the laser ranger array to return data array for different 
applications or tasks. The flow chart laser Fig. (2) shows 
how the laser ranger array collects the data and returns the 
values of lengths to the service robot. In the module of laser 
ranger array, the central computer of the service robot first 
chooses the communication port and sets the baud rate, then 
connects to the laser ranger array and starts initialization. 
Then, service robot will get the data from laser ranger array 
every 130 minutes. It’s a real-time module and will return 
the data array with a frequency of 7Hz. The module of laser 
ranger array is the basis for not only object recognition task 
but also for many advanced functions or tasks such as navi-
gation, obstacle avoidance and map building. If the sampling 
frequency is too high, the module of laser ranger array will 
occupy too much CPU and RAM. And, if the frequency is 
too low, the accuracy of other module will decrease. Let the 
laser ranger array sample a group of data from a chair, that is 
a sample of target object with four legs. Fig. (3) shows a 
group of data and Fig. (4) is a picture captured by camera on 
service robot to show the posture and position of the chair.  

The general steps of object recognition method are 
shown below: 

(1) Connect and initialize the laser ranger array to pre-
pare for laser ranger array’s task; 

(2) Get data from laser ranger array and store the data in 
the RAM; 

(3) Use smoothed filter to process the data and delete the 
noise signals. The smoothed filter is used to decrease the 
noise signals “1” and maintain the effective information. Let 
fin (i)  as the data in laser ranger array with number i and 
fout (i) as the output of the smoothed filter, and the smoothed 

filter is represented below: 
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fout (i) =
fin (i)                if f in (i) ! 1
fin (i "1)           if fin (i) = 1 

#
$
%

&%
 (8) 

 
Fig. (3). Data of chair from laser ranger array. 
 

 
Fig. (4). Picture of target object. 
 

(4) Find the maximum data, and then reverse data for 
top-hat transformation and build the structuring element for 
top-hat transformation, then use top-hat transformation to 
process the data to decrease the background signal and in-
formation. Let the f, h and s be the input and output of top-
hat filter, as well as the structuring element of the top-hat 
transformation, respectively. The building of structuring el-
ement and top-hat transformation is shown in equations (5) 
to (7).  

(5) Choose the threshold and binarize the data. Let the T 
denote the threshold of the binarization. The process of bina-
rization is shown in equation (9). 

tout (i) =
1                if fout (i) > T
0                if fout (i) < T

!
"
#

$#
 (9) 

(8) If the number of square wave is more than 3, then go 
to the next step, or ask for artificial recognition; 

(9) Transfer the data from polar coordinate to rectangle 
coordinate for calculating and checking the results. Let the 
fout (i)  denote the length from one point i of object to laser 

ranger, and aout (i)  denote the angle of the point i. The trans-
formation from polar coordinate to rectangle coordinate is 
shown in the equation (10) below: 

x(i) = fout (i)*cos[aout (i) ] 
y(i) = fout (i)*sin[aout (i) ]

!
"
#

$#
 (10) 

(10) The four points P1,P2,P3,P4 that make the lines A1(by 
P1,P2), A2(by P2,P4), A3(by P3,P4), A4(by P1,P3) are perpen-
dicular to the adjacent lines, parallel with opposite line and 
the length of each line is equal to the opposite line; so that 
the four points create a rectangle. If not, ask for artificial 
recognition; 

(11) Update the information of the object library and re-
turn to the current tasks. 

The flow chart of the object recognition method is 
shown in Fig. (5).  

 

 
Fig. (5). Flow chart of object recognition. 
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In Fig. (3), some of noise signals ‘1’ fall within the range 
from 280-300 and 450-470. Smoothed filter is used initially to 
remove the noise signal ‘1’ from the data array. The effective 
signal is four groups of data with minimum values compared 
with complex background signal. So, the next step is to find 
the maximum of data array and reverse the data, and the task 
is switched to finding the maximum values from the back-
ground. Most valid information is from 5 to 20, so the struc-
turing element S is designed as a semicircle with radius of 50 
to ensure all the valid information is maintained. After the top-
hat transformation, there are four obvious wave crests, each of 
which is one of the four legs of the chair and other background 
noises are decreased. Next, we will set the threshold for data 
binarizing as 0.5*max{l|l∈mat}. In fact, we set the threshold 
based on different rules. If the environment is large enough 
(larger than 20m2), then we set the threshold as the half of the 
maximum length 0.5*l, and if the environment is smaller than 
20m2, we set the threshold as (l-50)cm. After data analyzing, 
we can finally get the wave shape of data, and each square 
wave represents a group of data of each leg. We count the 
number of square waves, and if it is more than 3, the target 
object can be tentatively judged as a chair. 

The next task is to calculate the length of each side of the 
chair, the posture of the chair and the center point of the 
chair with the data of square wave for building semantics 
map. First, we need to transfer the data from polar coordinate 
to rectangle coordinate, so that we get four groups of data, 
each of which is corresponding to each of the square wave. 
We can get the mean value (x,y) of each group of the data, 
which represents the position of four points P1,P2,P3 and P4. 
The four sides of rectangle made by the four points are A1(by 
P1,P2), A2(by P2,P4), A3(by P3,P4) and A4(by P1,P3). If each 
two gradients of two neighboring sides multiply to give 
about -1 and the lengths of each two opposite sides are equal, 
we can draw the conclusion that each two opposite sides are 
perpendicular to each other. At last we can get the length of 
each two legs of the chair by the Pythagorean Theorem, as 
well as the position and posture of target object. As for ob-
jects with four legs, the recognition strategy is set as follows: 
if each side of the object is less than 50cm, then it is recog-
nized as a chair; if any two sides of the object are longer than 
50cm but shorter than 120cm, then it is recognized as a desk; 
and if any two sides of the object are longer than 120cm, it is 
recognized as a bed. Special strategy for object recognition 
can be set by users in the interface of platform on service 
robot. If the type of object is with special topological struc-
ture, the graphic of the structure can be put into service robot 
for object recognition task based on top-hat transformation. 

If the service robot works in a complex environment with 
too many similar target objects with special topological 
structure, after the top-hat transformation, we have found 
that there are too many square waves. To eliminate invalid 
information and maintain the suitable group of points, we 
introduced a method of self-adapting threshold. First, the rate 
of the threshold is set to the maximum length from 2 to low-
er by step of 0.05 until the number of square waves is de-
creased to 7 or less. Then, each 4 points of the 7 points are 
evaluated if they are the points of rectangle. If more than one 
rectangle is detected, then the rate is decreased until there is 
only one rectangle detected. If no rectangle is detected, then 
we may ask assistance of artificial recognition for help.  

3. EXPERIMENTS 

Fig. (6) is the result of signal processing after smoothed 
filter. Fig. (7) is the data after reversing. Fig. (8) is the struc-
turing element S and Fig. (9) is the data after top-hat trans-
formation. Fig. (10) is the data after binarization. The four 
square waves in Fig. (10) represents four groups of points of 
chair legs. Fig. (11) shows the data that is transferred from 
polar coordinate into rectangle coordinate. 

 

 
Fig. (6). Data after smoothing filter. 

 

 
Fig. (7). Data after reversing. 

 

 
Fig. (8). Structuring element S. 
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Fig. (9). Data after top-hat transformation. 

 
Fig. (10). Data after binarizing. 

 
Fig. (11). Data transferred to rectangle coordinate. 
 

The center position of four groups of data is shown in 
Table 1. 

Then, we can get gradients of each side of the chair edge: 
k1(1,2)=1.1113 
k2(2,4)=-1.1162 

k3(4,3)=1.0307 
k4(3,1)=-1.0764 
And we verify that if each two gradients of two neighbor-

ing side are perpendicular: 
k1*k2=-1.2405 
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Fig. (12). Other samples of object recognition. 
 

k2*k3=-1.1505 
k3*k4=-1.1094 
k4*k1=-1.1962 
Each two gradients of two neighboring sides multiply 

that is about -1, which means each two sides are perpendicu-
lar. Then, we can get the distance of each two legs of the 
chair by the Pythagorean Theorem in millimeter: 

L1=264.7410 
L2=533.6242 
L3=254.3703 
L4=569.6627 
After taking measurement of the chair, suitable data is 

obtained. Next, we can obtain the position and the posture 
angle of the chair, which are approximately accordant with 
the real value:  

x=-0.7073 
y=1089.2 
a=6.0353 
Fig. (12) shows other groups of data and results of each 

steps during data processing. All the target objects are rec-
ognized accurately. 
 

Table 1.  Center position of four groups points. 

Group ID Data ID Mean X Mean Y 

1 197-203 265.8579 992.3953 

2 230-239 88.7721 795.5999 

3 273-277 -90.1656 1375.6129 

4 308-313 -267.2935 1193.1002 

 

 
Fig. (13). Data of bed from laser ranger array. 
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Fig. (14). Picture of bed in the environment. 
 

 
Fig. (15). The experimental result of object recognition for bed. 
 

Another group of data for bed from laser ranger array is 
shown in Fig. (13). The picture of target object is captured 
by camera, which is shown in Fig. (14). The result is shown 
in Fig. (15). From the experimental result, the algorithm of 
top-hat transformation is found effective in different kinds of 
object recognition in complex environments. 

CONCLUSION 

The top-hat transformation is an effective method for 
service robot in recognizing objects. The valid signal is 
maintained for further recognition and the background signal 
is eliminated. Objects with special topological structure are 
accurately detected and have a fixed position in this method. 
The method proposed in this article is efficient and precise 
for recognition tasks of service robot. The amount of calcula-
tion and the complexity of the method is low enough that 
doesn’t interfere other tasks or modules of service robot. 
Though limited types of objects can be detected, other types 
of objects can be recognized by transforming the method. 

An important area for further research is 3D modeling 
based on laser ranger array or 3D cameras. 3D model is a 
detailed data with features that can be recognized with ad-
vanced algorithm in computer vision or signal processing. 
More types of objects would be recognized with more fea-
tures in shape, topological structure, size etc. 3D modeling 
and data analyzing requires more computing capabilities and 
RAM of service robot, especially for dynamic objects, so 
algorithm optimization would become one of the central top-
ics in object recognition. 
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