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Abstract: With the rapid development of component software technology, it is very important how to improve the single 

component software reliability and how to estimate the whole software system reliability using component software reli-

ability. In this paper, we firstly analyize the defects of the traditional method to calculate the component software reliabil-

ity estimation. Then, a new strategy is presented for solving this problem. We call the strategy as variance decomposition. 

Finally, we verify the advancement of the approach in the theory. 
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1. FOREWORD 

Today, with the rapid development of computer science, 
the software development of the large complicated software 
system, based on the component software design, is turning 
mature day by day. Whereas, with the main emphasis put on 
the development technology of the component software and 
the reuse technology of the component software, less atten-
tion has been attached to the quality problems, like the com-
ponent software reliability [1]. 

To improve the reliability of the component software, it 
is a common practice to calculate or estimate the reliability 
of the software system. As the available data of the compo-
nent software rating is rather limited, so the accuracy of the 
estimation of the reliability, based on the data, would be 
greatly affected. Besides, when the same performance is re-
quired, it is possible to use the same component software in 
various systems or in different positions of the same system. 
So it is necessary to take the variance decomposition and 
confidence interval into definite consideration.  

2. TRADITIONAL RELIABILITY ESTIMATION  

The pattern of the software reliability estimation can be 
divided into the reliability distribution pattern and redun-
dancy distribution pattern. For the reliability distribution 
pattern, the reliability of the component software is regarded 
as a decisive variable. As for the redundancy distribution 
pattern, the decisive variable is the choice of the redundance 
rating and component software. 

2.1. The Pattern of Reliability Estimation 

Hwang [2] put forward a reliability distribution pattern to 
maximize the reliability of the complicated system. This 
pattern defines the generalized Lagrange Function, and pro-
vides a constraint condition, as well. 
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Sayama has spread the pattern, and turned it into a non-
linear programming with no constraint condition.  

Here is the problematic function:  
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The constringing speed of the generalized Lagrange 
Function is quicker than that of progressive projection. 

2.2. Redundance Distribution Pattern 

Kuo [3] solved the problem of the reliability redundance 
distribution by combining Lagrange multiplier with filiation 
delimitation. 
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Fyffe [4] has solved the problem of redundance distribu-
tion with dynamic programming. As for No ith subsystem, 
suppose there are Ai of different choices of component soft-
ware, the related redundance rating will be Xi. The constraint 
condition of the problem is the cost and weight of the whole 
system, the linear combination of the cost and weight of the 
relative component software. The formula is as follows: 
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2.3. Computation of Confidence Interval 

The fierce social competition makes the software devel-
opers improve the efficiency constantly, with the develop-
ment cycle shortening and tests decreasing. In general, very 
few fail data available to the component software reliability 
estimation, and the estimation is far from enough for the 
component software reliability.  

Surely, there exist estimation variance and confidence in-
terval in the result of the component software reliability, 
which is of great importance to the system developers. They 
would choose a lower estimated value of the reliability, with 
the estimation of the component software system being accu-
rate (namely, the lower limit should be the result of the ap-
proaching point), rather than a higher estimated value of the 
reliability, with the estimation of the component software 
doubtful ( namely, estimation variance is very great ). 

Buehler has made many achievements in the research of 
the lower limit of the reliability estimation. The software is 
usually equipped with two parallel independent component 
software, the number of the component software distributed 
to the test is n1 and n2, and the number of the tested errors is 
k1 and k2. Non-reliability of component software qi and up-
per limit of the non-reliability of the system Cn1n2 ( k1, k2; 

) meet the following requirements [5]:  

Pr { 0 q1q2 Cn1n2(k1, k2; )}  (1.3.1) 

Lloyd and Lipow have extended Buehler’s pattern, the 
new pattern they put forward can be used to compute the 
upper limit of the reliability of the software system with any 

number of component software. To compute the lower limit 
of the confidence of the software system, which has a statis-
tically independent component software, the method by 
Lindstrom and Madden is more suitable. 

2.4. Shortcomings and Inadequacies 

Although a great many different methods can be used to 
compute the reliability estimation variance and confidence 
interval of the system, still many methods cannot be applied 
to the practical problems, for these methods are with the 
complicated computing processes and many constraint con-
ditions. Generally, one of the assumption should be possible. 

(1) The fail time of the component software is subject to 
the index distribution; 

(2) The fail state of the component software is subject to 
the binomial distribution. 

It is not difficult to realized the index distribution, the in-

dex distribution can be calculated by distribution of 2
, but 

not all the fail time of the component software is subject to 

the index distribution. Besides, the given design structure of 

the system is limited in many research and documentation. 

It is our hope to make use of the known the reliability es-
timation variance of the component software rationally and 
scientifically, and with these data to compute the expected 
value and estimation variance of the system reliability.  

3. DECOMPOSING SOLUTION OF SYSTEM VARI-
ANCE 

The solution of the decomposition of the system variance 
can be used effectively to improve the reliability estimation 
variance and to increase the computing efficiency and capa-
bility of the reliability confidence interval. The basic idea is 
that, so long as the component software reliability are inde-
pendently estimated, the system variance can be decomposed 
into the product of the subsystem, and the subsystem is a 
union composed of the serial and parallel component soft-
ware. 

3.1. Symbol Definition 

  
r

i
(t) : reliability of component software i at t time 

  
p

i
(t) : non-reliability of component software i at t time 

  
R(t) : system reliability at t time 

 t : performing time 

 
f

i
: fail number observed at the time of [0,  t ]  

 
n

i
: number of the testing component software i at  t  time 

: indicating calculation 

s: number of subsystem 

3.2. System Variance Decomposition  

As for the fixed system pattern of the reliability estima-
tion and estimation variance of any known component soft-
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ware, the estimated value of the system reliability can be 
computed by decomposition plan. The only restriction of the 
method is that the system must be broken into the elements 
of the serial or parallel subsystems. Most complicated systems 
can meet this requirement, but some systems cannot be broken 
into the elements of the serial or parallel subsystems elements, 
such as terminal network and bridging configuration, to 
which the variance decomposing technology cannot applied. 

The following is an example of the system decomposi-
tion: Suppose a software system SP is composed of 8 com-
ponent software (Si indicates serial structure, Pi indicates 
parallel structure). Fig. (1). shows the system before decom-
position, Fig. (2). shows the system after decomposition. 

This system can be broken into 6 serial subsystems, some 
of the component software are used twice (for examples, 3 
and 6), but these component software are statistically inde-
pendent. When the component software are of various types, 
we can classify the available data to obtain the estimated 
value of the reliability of the statistically independent com-
ponent software. 

3.3. Compotation of the Reliability Estimation Variance 

of the Serial and Parallel System 

As the function distribution of the component software is 

unknown, the random variable 
 
X

k
can be used to indicate the 

estimated value of the component software reliability, it is 

statistically independent. Usually, the serial system and par-

allel system are indicated as follows: 

Serial system: 
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Parallel system: 
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In actual computation, we need use the relative knowl-
edge of probability statistics to deduce the real practical for-
mula. 
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By substituting the equation 2.2.3-2 into the equation 
2.2.3-1 we can deduce the formula of the reliability estima-
tion variance of the serial system indicated by the expected 
value of the reliability estimation variance of the component 
software.  

  

Fig. (1). System before decomposition. 

 
Fig. (2). System after decomposition. 
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By substituting the equation2.2.4-2 into the equation 
2.2.4-1 we can deduce the formula of the reliability estima-
tion variance of the parallel system indicated by the expected 
value of the reliability estimation variance of the component 
software.  
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Finally, we can make an assumption as follows: 

If 
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So, we can deduce the general formula of the reliability 
estimation variance of the system. 
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4. COMPUTATION OF RELIABILITY ESTIMATION 
VARIANCE OF COMPONENT SOFTWARE 

4.1. Computation of Estimation Variance of Component 

Software 

In computation of the reliability estimation variance of 

the system, it is the the first step to compute the unbiased 

estimated value and estimation variance. As there is no defi-

nition for the fail time distribution and component distribu-

tion, we can only make use of the available data to estimate 

the reliability of the component software. Hence 
  
r

i
(t ) is an 

unknown constant, the estimated value of the component 

software reliability is a variable, it can only be roughly de-

fined with the estimated value and variance of 
  
r

i
(t )  

In accordance with the symbol definition in 2.1, it is 

known that, as to the component software i, 
i
n is the number 

of the component software i at the tested time  t , 
 
f

i
is the 

fail number of the component software i tested at the time of 

[0,  t ]. If the (successful / failing) state of the component 

software is subject to the Bernoulli test, with statistically 

independent parameter 
  
r

i
(t ) , the unbiased estimation and 

approximate estimation variance can be defined by the fol-

lowing binomial distribution [6]. 
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It is of great importance that the fail time of the compo-
nent software is not defined here. At the early stage of de-
signing, it is necessary to estimate the reliability of the ex-
pected system, but at this stage, there are few data available, 
it is difficult to choose a proper fail time distribution of the 
component software, and an erroneous assumption of the 
distribution will directly affect the final design. 

4.2. Computation of Reliability Estimation Variance of 

Software  

Obtaining the estimated value and estimation variance of 

the component software reliability, it is easy to compute the 

reliability estimation variance of the software system, with 

the help of the above-mentioned formula of the reliability 

estimation variance of the software system (with 
 
R

S
indicat-

ing the reliability of the serial software system; 
 
R

P
indicating 

the reliability of the parallel software system) 
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The main steps of the reliability variance decomposition 
process of the complicated software system are as follows: 

(1) To define the pattern of the software reliability (dia-
gram) and the reliability of all the component software 
used in the system. 

(2) To compute the estimated value and estimation variance 
of the component software reliability with the available 
data.  
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(3) To break the software into parts, each part composed of 
component software, in the serial or parallel structure, with 
the serial marked as Si, and the parallel marked as Pi. 

(4) To compute the estimated value and estimation variance 
of the reliability of each serial and parallel part, with the 
equations of 3.2.1 and 3.2.2. 

(5) To substitute each part with an equivalent assumed com-
ponent software. 

(6) To repeat steps 3 - 5 till the reliability pattern of the 
software is substituted by a single component software, 
the reliability estimation variance of the original soft-
ware system can be roughly defined with the reliability 
estimation variance of the component software.  

CONCLUSION 

With the wide application of the component software in 
the software development, the increasing importance and in-
depth study has been attached to it. The estimation indexes 
of the component software quality is same as that of the or-
dinary software, it should meet the requirement of the quali-
tative indexes, such as, portability, maintainability, effi-
ciency, manageability, reliability, and functionality. In these 
qualitative indexes, the reliability remains the most impor-
tant. So an ever increasing attention has been drawn on the 
relative study of the component software reliability. And the 
system variance decomposition is an easy and practicable 
computation, it shows a prospect of a wide application, by 
avoiding the complicate mathematical probability computa-

tion and the required condition decomposing the reliability 
estimation variance of the software system. 
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