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Abstract: With the development of data mining technologies, privacy protection is becoming a challenge for data mining 
applications in many fields. To solve this problem, many PPDM (privacy-preserving data mining) methods have been 
proposed. One important type of PPDM method is based on data perturbation. Only part of the data-perturbation-based 
methods is algorithm-irrelevant, which are favorable because common data mining algorithms can be used directly. This 
paper proposes a new algorithm-irrelevant PPDM method for classification based on sample generation. This method is a 
data-perturbation-based method and has three steps. First, it trains classifiers use the original data. Then, it generates new 
samples as the perturbed data randomly. Finally, it use the classifiers trained in the first step to predict these samples' 
category. The experiments show that this new method can produce usable data while protecting privacy well.  

Keywords: Data mining, data perturbation, privacy preserving.  

1. INTRODUCTION 

Data mining is the process of extracting patterns from 
data. With the rapid development of data mining, preserving 
data privacy poses an increasing challenge to its application 
in many fields. To solve this problem, PPDM (privacy-
preserving data mining) methods have been studied [1-3]. 
PPDM technology can perform data mining without access-
ing the details of the original data directly. 

In the past decade, many PPDM methods have been de-
veloped. They can be divided into two main categories. The 
methods in the first category are based on data perturbation 
[4-6]. In these methods, the original data are not open, and 
users can only access perturbed data. The data mining is 
done on the perturbed data to extract patterns about the 
original data. The methods in the second category are based 
on SMC (secure multi-party computation) [7, 8]. They are 
often used for distributed databases. They assume that there 
are multiple nodes, each of which contains only a part of the 
global data set. These nodes want to carry out data mining on 
the global data set, but each node does not want others nodes 
to know its data. In these methods, all of the nodes exchange 
the information required by the mining algorithm through 
information exchange protocols based on SMC. These proto-
cols allow the information to be exchanged privately, without 
allowing any node to obtain data directly from other nodes. 

Many PPDM methods are algorithm-relevant. That 
means that, when extracting the patterns from the data, the 
common data mining methods cannot be used directly, and 
we have to modify them to fit the privacy protection meth-
ods. Obviously, it is inconvenient to apply algorithm-
relevant PPDM method. 
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Only part of the PPDM methods are not algorithm rele-
vant, which includes two main kinds: the k-anonymity model 
[4-6] and methods based on matrix decompositions and 
transformation [9-11], both are perturbation-based methods. 
They overcome the shortcoming of the algorithm-relevant 
methods. 

This paper presents a new algorithm-irrelevant PPDM 
method based on data perturbation for classification. Our 
method generates and opens a new data set that is different 
from the original data set, and it retains the information that 
is important for training classifiers. 

Our method has three steps. First, classifiers are training 
by using the original data. Then we generate new samples 
randomly. Finally, these samples' categories are predicted by 
using the classifiers trained in the first step. The experiments 
show that this method has a high performance. It can main-
tain good data utility and can protect privacy well. 

The rest of this paper is organized in the following way: 
Section 2 introduces the new PPDM method proposed by 
this paper, Section 3 shows the experimental results and Sec-
tion 4 contains the conclusion. 

2. THE NEW METHOD 

This paper believes that the basic idea of the perturba-
tion-based PPDM method is that the data contains a lot of 
information and only part of it is important for data mining. 
If the perturbed data contains that part of information which 
is important for data mining, the data mining task can be 
finished by using the perturbed data. And if the relation be-
tween the original and the perturbed data is weak, it is very 
difficult to get the original data from the perturbed one and 
the privacy is protected.  

This paper also believes that if the perturbed data con-
tains that useful information in the same way as that in the 
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original data, the PPDM method should be algorithm-
independent. The ordinary data mining method, which is 
designed for original data, can be used directly on the per-
turbed data. On the other hand, for the algorithm-relevant 
method, the perturbed data also contains that useful informa-
tion but in a different way from that in the original data. So 
the ordinary data mining method cannot be used directly.  

Based on above analysis, this paper presents a new algo-
rithm-irrelevant PPDM method for classification. Our 
method has three steps. First, classifiers are trained by using 
the original data. We think that the useful information for 
classification is recorded in these classifiers. Then we gener-
ate new samples, which will be the perturbed data, randomly. 
Because the perturbed data is generated randomly, so the 
relation between it and the original data is very weak and 
privacy is protected well. In the third step, the perturbed 
samples' category is predicted by the classifiers trained in the 
first step. In this step, the important information extracted in 
the first step is added to the data generated in the second step 
in the same way as that in the original data. Fig. (1) shows 
the workflow of this algorithm in detail. 

Input:  The original data set , which has  records and  attributes. 's       
  category vector . 

Output: The perturbed data set , and its category vector  

classifiers  is trained by using  and  

for each attribute  

      is 's projection on  

      and  are, respectively the biggest and the smallest value in 
 

      interval  

end for 

  

  

while  

      Generate ,  is uniformly distributed on  

      classifier  predicted  belong to category  

       if  

             
            

            

       end if 

end while 

Fig. (1). The new PPDM algorithm. 

Let  be the original data containing the records 
. Let  be the category vector for , that 

means , the -th element of , is the category of . Let us 
also assume that each original record  contains the  di-
mensions, which are denoted by . Then, 's 
projection on the -th attribute is . Let 

 and  be the biggest and the smallest values in . 
Let  be classifiers trained by using  and . 

New samples are generated one by one. Let 
 be a new sample. The  is generated 

randomly from the uniform distribution of the interval 
. We will use classifiers  to pre-

dicted category of . Each classifier will give its own predic-
tion. Only if all the classifiers give the consensus forecast, 
the sample will add to the perturbed data set and its category 
is the predicted one. If there are two classifiers in 

 give different prediction, this sample will be 
discarded. This process will be stopped when generating new 
samples as many as the original samples.  

3. EXPERIMENTS 

3.1. Utility Measures 

Data utility measured whether a data set yields similar 
performance for data mining techniques after data distortion, 
e.g., whether the patterns of the original data can be ex-
tracted from the perturbed data. This paper chose three kinds 
of classifiers, namely, the j48 decision tree in WEKA (Wai-
kato Environment for Knowledge Analysis) [12], the nearest 
neighbour (nn) classifier and the SVM (Support Vector Ma-
chine) for measuring data utility. We assumed that the classi-
fication accuracy of classifiers trained on the perturbed data 
and the original data are  and , respectively. If 

 for all the three classifiers, the per-
turbation method is believed to maintain data utility. This 
paper sets . 

3.2. Privacy Measures 

We used the privacy measures of the PPDM methods 
based on matrix factorization [9-11]. We assumed that the 
original data are denoted by  and the modified data are de-
noted by .  and  are both  matrices. There are 
five privacy measures, namely, VD, RP, RK, CP and CK. 

The first measure, VD, is the ratio of the Frobenius norm 
of the difference of  from  to the Frobenius norm of . 
It is calculated as Equation (1).  

             (1) 
The Frobenius norm of an  matrix , where the -th 

row and -th column entry is , is calculated as Equation 
(2).  

             (2) 
If  and  denote the rank in the ascending 

order of the -th element in the -th attribute in  and , 
respectively, the second measure, RP, is defined as Equation 
(3). 

        (3) 
The third measure, RK, represents the percentage of ele-

ments that maintain their ranks in each column after data 
distortion. RK is computed as Equation (4).  
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            (4) 
where,  

  
The fourth measure, CP, is used to define the change in 

rank of the average value of the attributes. If  and 
 are ranks in ascending order of the average value 

of the -th attribute in  and , respectively, CP is defined 
as Equation (5).  

         (5) 
As in the case of RK, we define the fifth measure CK to 

quantify the percentage of attributes that maintain their ranks 
of average values after data distortion. It is calculated as 
Equation (6). 

              (6)  
where, 

 
To summarize, VD is the relative value difference in the 

Frobenius norm. RP, RK, CP and CK all measure the rank 
difference of data elements. Simply put, if privacy is pro-
tected better, VD, RP and CP will have larger values, and 
RK and CK will have smaller values. 

3.3. Databases 
We used two real-life databases for our experiments. 

They were the Pima Indians Diabetes Data Set (PID) and the 
Iris Data Set (Iris). They are both from the University of 
California at Irvine's Machine Learning Repository. The PID 
database has 8 attributes and 768 samples. And the Iris data-
base has 4 attributes and 150 samples. In our experiments, 
for both databases, 20% of the samples were selected ran-
domly as testing samples, and the other 80% of the samples 
were used as training samples. 

3.4. Experiments Result 
All the experiments were repeated 50 times and all the 

experimental data was the average of these 50 times. 
The comparing methods are the SVD-based methods [9, 

10]. The SVD-based methods take two main forms. One is 
the basic SVD-based method, and the other is the sparsified 
SVD-based method, or SSVD-based method. The SSVD-
based method is an improvement over the basic SVD-based 
method. It did additional perturbation on the result of the 
basic SVD-based method.  

Fig. (2) shows the utility measures for databases per-
turbed by the new method. When using the new method, the 
j48 decision tree and the nearest neighbor classifier are 
trained in its first step. Fig. (2) shows that our new method 
maintains data utility. For all cases, . Especially, even 
if the classification algorithm is not used in the first step of 
the proposed method, like the SVM, it still can be used di-

 
Fig. (2). The data utility measures for databases perturbed by our 
new method. 

 

 
Fig. (3). The data utility measures for databases perturbed by the 
basic SVD-based method with different values of . 
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rectly on the perturbed data to get good classifier for the 
original data. 

The basic SVD-based method has only one parameter . 
The larger values of  result in better data utility and worse 
privacy protection. Fig. (3) shows the utility measures for 

databases perturbed by the basic SVD-based method with 
different values of . We selected the appropriate parameters' 
values, which would guarantee data utility and optimize pri-
vacy measures, with these experiment results. The appropri-
ate value of  is 6 for PID and 2 for Iris. 

The SSVD-based method has two parameters, which are 
 and . The SSVD-based method firstly use the basic SVD-

based method with parameter  to perturb data, then, it turn 
some minor elements of the reserved components to zero in 
order to implement additional perturbation of the modified 
data generated by the basic SVD-based method from the first 
step. The parameter  is the proportion of the elements 
turned to be zero. In the SSVD-based method, the parameter 
 should be as small as possible and the parameter  should 

be as large as possible, while guaranteeing data utility. We 
use a greedy strategy to select the parameters' appropriate 
values. Let the value of  in the SSVD-based method be 
equal to the appropriate value of  in the basic SVD-based 
method to maximize the perturbation in its first step while 
maintaining data utility. That implies that  for the PID 
and  for the Iris. Then select as large a value of  as 
possible to guarantee data utility. Fig. (4) shows the utility 
measures for databases perturbed by the SSVD-based 
method with the appropriate value of  and different values 
of . The appropriate value of  should be 0.15 for PID and 
0.45 for Iris. 

Table 1 shows the privacy measures for our new method 
and the SVD-based methods with their parameters' appropri-
ate values determined in the above experiments. In Table 1, 
the "Our Method" means our new method, the "BSVD" 
means the basic SVD-based method, and the "SSVD" means 
the SSVD-based method. Based on Table 1, note that when 
the data utility is maintained, our method can protect privacy 
better than the comparing ones. 

CONCLUSION 

This paper proposes a new algorithm-irrelevant PPDM 
method based on data perturbation. The basic idea of our 
method is to generate a new data set and open it instead of 
the original data. The new data has weak relation with the 
original data and the important information for classification 
is retained in it in the same way as that in the original data. 
Because the open data has weak relation with the original 
data, the privacy is protected. And because the important 
information for classification is retained in the same way in 
both the open and the original data, the classification can 

Table 1. The privacy measures for our method and the comparing methods. 

Data PPDM Method VD RP RK CP CK 

PID BSVD 0.01 48.3 0.126 0 1 

PID SSVD 0.03 56.2 0.064 0 1 

PID Our Method 1.93 204.6 0.002 0.60 0.48 

Iris BSVD 0.04 7.82 0.11 0 1 

Iris SSVD 0.35 14.62 0.05 0 1 

Iris Our Method 0.38 39.96 0.01 0 1 

 

 
Fig. (4). The data utility measures for databases perturbed by the 
SSVD-based method with different values of  and the appropriate 
value of . RETRACTED ARTIC
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finished only using the open data and the common classifica-
tion algorithms can be used directly. 

The new algorithm has three steps. First, a serious of 
classifiers is trained by using the original data. Then, new 
samples are generated randomly. Finally, we use the classifi-
ers trained in the first step predict the category of the sam-
ples generated in the second step. Using experiments, we 
demonstrated that our new method can maintain good data 
utility while preserving privacy. 
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