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Abstract: This paper observes recent advances in GPS-based estimation and steering of local clock errors employing the finite impulse response (FIR) technique. The problem we meet here is caused by the GPS time temporary uncertainties and non Gaussian sawtooth noise induces in the commercially available GPS timing receivers. It is connected with the clock nonstationary Gaussian noise with colored (flicker) components often making the Kalman filter low inefficient and requiring weighting averaging. We examine applications of the FIR filtering, prediction, and smoothing solutions for polynomial and state space clock models. Optimal and unbiased FIR estimators are observed in line with the basic and thinning algorithms. The trade-off with the Kalman algorithm is also briefly discussed. It is noticed that, for large averaging horizons featured to highly oversampled and slowly changing with time clock models, simple unbiased FIR solutions become virtually optimal. They seem to be the best choice in terms of simplicity, precision, stability, and robustness in solving many of clock problems in GPS-based timekeeping.
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1 Introduction

In our modern life, the function of accurate and precise time dissemination is ordered to the Global Navigation Satellite Systems (GNSS) such as the Global Positioning System (GPS) (USA) [1], Global Navigation System (GLONASS) (Russia), Galileo (Europe), COMPASS (China), and IRNSS (India). The disseminated time signals are used to synchronize time scales in different applications [17, 19, 20, 34, 35]. It is known that precision of the delivered time is limited with noise and temporary time uncertainties caused by different satellites in a view [2]. Therefore, precise correction and prediction of local clock errors cannot usually be achieved directly and optimal estimators are used. The problem with optimal estimation of clock state is also coupled with the clock inherently nonstationary Gaussian noise with colored (flicker) components requiring weighted average solutions. Among possible solutions, the optimal finite impulse response (FIR) estimator seems to be a good choice [21] owing to the following important advantages. Contrary to the infinite impulse response (IIR) recursive structures such as the Kalman filter [12], the transversal FIR structures are inherently bounded input/bounded output (BIBO) stable [13] and have better robustness against temporary uncertainties [11, 8] and round-off errors [13, 14]. Moreover, they allow noise to be nonstationary and colored (flicker) with arbitrary distribution and covariance functions [21].

In this paper, we observe recent advances in GPS-based clock estimation and steering that have been achieved employing FIR estimators [3, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. The rest of the paper is organized as follows. In Section 2, we consider a typical measurement set. Time interval errors of the clock are discussed in Section 3. Section 4 gives fundamentals of FIR filtering and discusses problems solved with this technique. Unbiased FIR filtering as well as prediction and smoothing are considered in detail in Sections 5 and 6, respectively. Section 7 is devoted to FIR filtering in state space. Here, we also present possible estimation algorithms. The trade-off with the Kalman filter is outlined in Section 8 and applications are given in Section 9. Finally, concluding remarks are drawn in Section 10.
2 GPS-based Measurement Set

Figure 1 shows a typical measurement set for estimation and steering of local clocks employing the one pulse per second (1PPS) signals of GPS timing receivers [21]. In such receivers, the 1PPS output is generated by the local time clocks (LTCs) referred to the GPS time. To place the latter close to the absolute time, measurements are permanently provided in the United States Naval Observatory (USNO) for the coordinated universal time (UTC) of the USNO master clock (MC). In order to get an estimate of UTC (USNO MC) time derivable from a GPS signal, a set of UTC corrections is provided as part of the message signal. This broadcast message includes the time difference in whole seconds between GPS time and UTC (USNO MC). During 1996, this difference was 11 s [1]. The message also includes the rate and time difference estimate between GPS time and UTC(USNO MC) allowing for a receiver to calculate an accurate estimate of UTC(USNO MC) with the mission goal of 28 ns (1 sigma) [1]. Outside the selective availability (SA) induced for security purposes, the estimate may have an accuracy of about 10 ns in the root mean squares sense. Practically, the USNO has been successful in predicting UTC to within about 10 ns [1]. A real-time potential uncertainty of GPS time for UTC (USNO MC) stays therefore at a level of about 14-ns [1]. The standard deviation of GPS time available precision mostly depends on random errors in different onboard clocks and different satellites in a view. It can be achieved at a level of 3-5 ns [16, 18].

To obtain high accuracy, all time delays featured to channels and signal propagation are compensated at the early stage. The main source of random errors that cannot be removed from the received signal below 3-5 ns [16, 18] is associated with the GPS time precision (b) limited by different satellites in a view at their nonstationary orbits. The receiver adds the sawtooth noise (c) bounded with ±Δ, where Δ[ns] = \(\frac{10^3}{f_{\text{LTC}}[\text{MHz}]}\) and \(f_{\text{LTC}}\) is the frequency of the LTC oscillator. In the receivers such as the SynPaQ III GPS Sensor, this frequency is chosen to be 10 MHz and the bound is thus Δ = 50 ns.

Contrary to the error 1 PPS signal (d) that is zero-mean with uncertainty (b) and sawtooth noise (c), the time interval error (TIE) (e) of a local clock is inherently nonstationary and random, although having low intensity short-time noise. If a high resolution time interval counter is used, then the difference between (e) and (d) represents the local clock measured TIE. The latter has the form (f) or (g) if measurement is provided with and without sawtooth (using the negative sawtooth code supplied by the receiver), respectively. To smooth excursions and eliminate sawtooth in an optimum way, a digital estimator (Filter) of the clock TIE is used. If the filter is optimal or close to optimal in the minimum mean square error (MSE) sense, then its output (h) ranges most closely to the actual behavior (e) and the TIE of a locked clock becomes near stationary (i) with a small amount of random departures.
Figure 1: A typical set for GPS-based measurement, estimation, and steering of clock errors [21].
3 Clock TIE

Any clock has the time difference (TIE [5]) for an ideal uniform time scale. The TIE can be modeled in continuous time $t$ using the finite Taylor series as [6]

$$x(t) = x(0) + y(0)t + \frac{z(0)}{2}t^2 + w_{PM}(t) + \int_0^t w_{FM}(\theta) d\theta,$$

(1)

where $x(0)$ is the initial TIE, $y(0)$ is the fractional frequency offset at zero of a local clock oscillator, $z(0)$ is the linear frequency drift rate at zero, $w_{PM}(t)$ is the phase noise, and $w_{FM}(t)$ is the frequency noise. The IEEE Standard [5] suggests that the three state clock model such as (1) serves on an infinite time interval and that the higher order states are included to the random part.

The TIE is measured over a time interval $\tau$ starting at $t-\tau$ and ending at $t$. Thus, (1) can be represented in discrete time $n$ with digital numbers $x_n$ as

$$x_n = x_0 + y_0 \tau n + \frac{z_0}{2} \tau^2 n^2 + w_{PMn} + \tau \sum_{i=0}^n w_{FMi},$$

(2)

where $x_0 = x(0)$, $y_0 = y(0)$, and $z_0 = z(0)$. In precise clocks, $y_0$ and $z_0$ are extremely small and the deterministic part in (2) is slowly changing with time. On the other hand, both $w_{PMn}$ and $w_{FMn}$ contain fast white and slow colored (flicker and random walk) Gaussian components. For $w_{FMi}$ white, the last term in (2) represents the discrete-time Wiener process, making (2) near Markovian in the presence of phase noise and the environmental influences (Fig. 2). Owing to such features of the process, the clock estimation problems have some specifics:

- Short base of $10^2 \ldots 10^3$ s is employed for synchronizing the crystal and rubidium clocks. Here the slow noise components are commonly tracked and the white phase noise is filtered out.
• Long base of about $10^5$ s is required for filtering and prediction in atomic clocks. Maximum accuracy is achieved here if most of the noise components and the environmental effects are filtered out.

• A very long base of $10^7$ s is processed in order to estimate the Allan variance.

• All the data available is used in order to estimate the current clock state.

4 FIR Estimation of Clock Errors

The TIE measurement $s_n$ is commonly considered as an additive sum of the TIE $x_n$ and zero-mean, $E\{v_n\} = 0$, measurement noise $v_n$,

$$s_n = x_n + v_n,$$

where noise is supposed to be negligible in direct measurement and can be large when the reference time is remotely delivered by the commercially available receivers of wireless GNSS systems.

The FIR filtering estimate $\hat{x}_n$ of $x_n$ is the weighted average of $s_n$ over $N \geq 2$ points via the discrete convolution of $s_n$ and the FIR filter gain (impulse response) $h_l \triangleq h_l(N)$, where $l$ is the degree of the gain [26]. This estimate can thus be represented in the following equal forms of

$$\hat{x}_n = \sum_{i=0}^{N-1} h_l s_{n-i},$$

$$= W_l^T S_N = S_N^T W_l,$$

where the $N \times 1$ measurement vector and the $N \times 1$ filter gain matrix are specified with, respectively,

$$S_N = [s_n \ s_{n-1} \ \ldots \ s_{n-N+1}]^T,$$

$$W_l = [h_{l0} \ h_{l1} \ \ldots \ h_{l(N-1)}]^T.$$

Note that there always exists some error $\epsilon_n = x_n - \hat{x}_n$ to be minimized in some sense, by optimizing $h_l$ or $W_l$. The minimum MSE sense is commonly used, albeit it is not always appropriate for all clock applications.

4.1 Problems Solved with FIR Structures

The following clock estimation problems can be solved employing the FIR structures.

• Filtering is commonly used in timescales to estimate the present state [7, 22, 23, 24, 25, 26, 30, 31]. To enable, a nearest past history can be processed from $n - N + 1$ to $n$ and the estimate related to $n$, by (4) or (5).
• Prediction is employed to evaluate possible future errors in time scales [7]. A 1-step prediction is used in clock steering [3] and the p-step one is a key solution for holdover [6, 27, 28], when a synchronizing signal is temporary not available. The p-step prediction at \( n + p, p > 0 \), is provided with

\[
\hat{x}_{n+p} = \sum_{i=0}^{N-1} \hat{h}_{li}(p)s_{n-i}, \quad p > 0,
\]

where \( \hat{h}_{ln}(p) \triangleq \hat{h}_{ln}(N,p) \) is the \( p \)-dependent gain defined in [21]. The predictive FIR filtering estimate is obtained at \( n \) via the past history from \( n - N + 1 - p \) to \( n - p \) as

\[
\hat{x}_n = \sum_{i=p}^{N-1+p} h_{li}(p)s_{n-i}, \quad p > 0,
\]

where \( h_{ln}(p) \triangleq h_{ln}(N,p) \) is the gain defined in [28].

• Smoothing is used for noise reduction in postprocessing, identification of clock models, and ascertaining the initial clock state for optimal algorithms. In this regard, FIR smoothing can be organized to have a fixed lag (\( p \) is constant), fixed interval (\( N \) is constant), or fixed point (\( n - p \) is constant). The FIR smoother and the smoothing FIR filter are designed as follows, respectively,

\[
\hat{x}_{n+p} = \sum_{i=0}^{N-1} \hat{h}_{li}(p)s_{n-i}, \quad p < 0,
\]

\[
\hat{x}_n = \sum_{i=p}^{N-1+p} h_{li}(p)s_{n-i}, \quad p < 0.
\]

As can be seen, the difference between (8) and (10) as well as between (9) and (11) exists only in the sign of \( p \) and that, by \( p = 0 \), (8)–(11) become (4).

The gains \( h_{ln}(p) \) and \( \hat{h}_{ln}(p) \) in (8)–(11) are coupled as \( h_{ln}(p) = h_{ln(n+p)} \). Note that the estimates (4) and (8)–(11) have practical usefulness only if the gains are specified and optimized in some sense. The most common ways of the optimization are the following.

5 Unbiased FIR Filtering of the TIE

The unbiased FIR filtering estimate is optimal in the zero-bias sense. The relevant unbiased gain \( h_{ln} \) can be found from the unbiasedness condition [33]

\[
E\{x_n\} = E\{\hat{x}_n\},
\]

(12)
meaning that the average of the estimate is required to be equal to that of its origin. Substituting (3) to (4) and then averaging both sides of (4), by (12), gives us

\[ x_n = \sum_{i=0}^{N-1} h_{li} x_{n-i} = \sum_{i=0}^{N-1} h_{li} x_{n-i} \]  \hspace{2cm} (13)

Further substituting the determinist part of (2) to (13) leads to the fundamental properties of the unbiased FIR filters [22]:

\[ \sum_{i=0}^{N-1} h_{li} = 1, \]  \hspace{2cm} (14)

\[ \sum_{i=0}^{N-1} h_{li} i^u = 0, \quad 1 \leq u \leq l, \]  \hspace{2cm} (15)

which can be rewritten in a short matrix form as [22]

\[ \tilde{W}_l^T V = J^T, \]  \hspace{2cm} (16)

where \( J = [1 \ldots 0]^T \), \( \tilde{W}_l^T \) is given by (6), and \( V \) is the Vandermonde matrix, specified below for arbitrary \( l \) as

\[
V = \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
1 & 1 & 1 & \ldots & 1 \\
1 & 2 & 2^2 & \ldots & 2^l \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & N-1 & (N-1)^2 & \ldots & (N-1)^l
\end{bmatrix}.
\]  \hspace{2cm} (17)

A solution to (16) has the form of [22, 36]

\[ \tilde{W}_l^T = J^T (V^T V)^{-1} V^T, \]  \hspace{2cm} (18)

representing the first row of the minimum variance unbiased (MVU) estimator [33], in which the observation matrix is Vandermonde (18).

### 5.1 Polynomial FIR Filter Gain

Further development of (18) has been provided in [22] exploiting what is known from the Kalman filter theory [12]: the order of the optimal filter is the same as that of the system. Hence, the \( m \)-degree TIE polynomial function \( x_n \) can unbiasedly be filtered if the polynomial gain \( h_{lp} \) has the same degree \( l = m \). Note that unbiasedness is also achieved if \( l > m \), although with larger noise [22]. Referring to this fact, \( h_{ln} \) can be substituted with

\[ h_{ln} = \sum_{j=0}^{l} a_j n^j, \]  \hspace{2cm} (19)
where the generic coefficient $a_{jl}$ is defined as

$$a_{jl} = (-1)^j \frac{M_{(j+1)1}}{|D|}$$  \quad (20)

via the determinant $|D|$ and minor $M_{(j+1)1}$ of a short $(l+1) \times (l+1)$ quadratic symmetric matrix [22, 36]

$$D = V^T V = \begin{bmatrix} d_0 & d_1 & \ldots & d_l \\ d_1 & d_2 & \ldots & d_{l+1} \\ \vdots & \vdots & \ddots & \vdots \\ d_l & d_{l+1} & \ldots & d_{2l} \end{bmatrix},$$  \quad (21)

which component $d_r, r \in [0, 2l]$, is calculated using the Bernoulli polynomials $B_n(x)$ as

$$d_r(N) = \sum_{i=0}^{N-1} i^r = \frac{1}{r+1} \left[ B_{r+1}(N) - B_{r+1} \right].$$  \quad (22)

By (20)–(22), $h_{ln}$ can be found for any $l$, although, following [5], only low-degree gains are exploited in solving clock problems.

### 5.1.1 Low-degree Polynomial Gains

For low-state clock models [5], the unique polynomial gains have been found in [22] to be

$$h_{0n} = \frac{1}{N},$$  \quad (23)

$$h_{1n} = \frac{2(2N - 1) - 6n}{N(N + 1)},$$  \quad (24)

$$h_{2n} = \frac{3(3N^2 - 3N + 2) - 18(2N - 1)n + 30n^2}{N(N + 1)(N + 2)},$$  \quad (25)

$$h_{3n} = \frac{8(2N^3 - 3N^2 + 7N - 3) - 20(6N^2 - 6N + 5)n}{N(N + 1)(N + 2)(N + 3)} + \frac{120(2N - 1)n^2 - 140n^3}{N(N + 1)(N + 2)(N + 3)}. \quad (26)$$

The gain (23) represents simple averaging widely used in atomic clocks for noise reduction. The ramp gain (24) was originally derived in [23] via linear regression, once the latter is used to model systematic behaviors in clocks [5]. Figure 3 illustrates these gains graphically and their applications in GPS-based timekeeping can be found in [22, 23, 24, 26, 30].

### 5.1.2 Noise Power Gain

Following [9], noise amount in the unbiased FIR filter output can be estimated with the noise power gain (NPG) $g_l = \frac{\sigma_z^2}{\sigma_v^2}$, where $\sigma_v^2$ is the variance of the
Figure 3: Low-degree unique unbiased FIR filter gains.

Figure 4: The NPGs of the low-degree unbiased FIR filters.

delta-correlated measurement noise $v_n$ and $\sigma_n^2$ is the variance of the estimate. The NPG can also be evaluated via the gain $h_{ln}$ as [9, 27]

$$g_l = \sum_{i=0}^{N-1} h_{li}^2 = W_l^T W_l = a_{0l}.$$ \hspace{1cm} (27)

As can be seen, diminishing noise means reducing $a_{0l}$ in (19) by increasing $N$.

Figure 4 sketches $g_l$ for the low-degree unbiased FIR filters. A shadowed area is a dead zone that theoretically can never be reached. Its bound is depicted by $1/\sqrt{N}$ associated with simple averaging with the gain (23) producing noise minimum among all other filters [32]. It has been shown in [22] that, if $l > 0$, the function $\sqrt{g_l(N)}$ traces above the lower bound $1/\sqrt{N}$ and below the upper
bound as
\[
\frac{1}{\sqrt{N}} < \sqrt{g_l(N)} \begin{cases} \frac{l+1}{\sqrt{N}} & N \geq (l+1)^2 \\ \frac{1}{l} & N < (l+1)^2 \end{cases}, \quad l > 0. \tag{28}
\]

5.1.3 Optimal $\tau$ and $N$

Although the IEEE Standard [5] suggests that the clock has three states, the $m$-degree polynomial can be applied in order to filter out measurement noise. It follows from Fig. 2 that the $l$-degree gain fits the clock model only on a finite horizon of $N$ points, when $l \geq m$. If $l < m$, bias occurs in the estimate and $N$ is thus limited with the minimum MSE. Because $N$ depends on the sampling time $\tau$, the MSE must also be minimized by searching for a proper $\tau$.

In GPS-based timekeeping via 1PPS signals, $\tau_{opt}$ is 1 s [24]. In turn, $N_{opt}$ for simple averaging (23) and ramp gain (24) are determined in [24] by, respectively,

\[
N_{opt}(l = 0) = \left\lfloor \frac{3\sqrt{2\xi^2}}{\tau^2y^2} \right\rfloor, \tag{29}
\]

\[
N_{opt}(l = 1) = \left\lfloor \frac{\sqrt{144\xi^2}}{\tau^4z^2} \right\rfloor, \tag{30}
\]

where $\lfloor a \rfloor$ means an integer part of $a$. If $y_n$ and $z_n$ are not available at $n$, one can substitute them with the maximum values featured to particular clocks. Then (29) and (30) would serve as lower bounds for $N_{opt}$.

5.1.4 Optimal Ramp Gain

A modification of the ramp gain to be optimum in the minimum MSE sense was provided in [26] in the form of

\[
h_{1n}(\eta) = \frac{1}{N} \left[ 1 + \eta \frac{3(N - 1) - 6n}{N + 1} \right], \tag{31}
\]

where $\eta$ is an optimization coefficient. As can be seen, (31) becomes (24), if $\eta = 1$, and $\eta = 0$ simplifies it to (23). The optimal value of $\eta_0$, $0 < \eta_0 < 1$, was specified in [26] in the minimum MSE sense as

\[
\eta_0 = \frac{\alpha^2N(N^2 - 1)}{\alpha^2N(N^2 - 1) + 12} \tag{32}
\]

with $\alpha^2 = \tau^2y^2/\sigma^2_N$. It has also been shown in [26] that, for crystal, rubidium, and cesium clocks, $\eta_0$ ranges as, respectively,

\[
\begin{align*}
0.992124198176391 & < \eta_0 < 0.999999999964719, \\
0.998451946589028 & < \eta_0 < 0.99999993798186, \\
0.969923570257806 & < \eta_0 < 0.999950387946414.
\end{align*}
\]
meaning that \( \eta_0 \) takes values very closely related to unity. The unbiased and optimal estimates are thus indistinguishable and there would be no reasonable necessity in using optimal filters to solve many of the clock problems. Note that (31) requires four coefficients, \( \tau, y, \sigma^2_v \), and \( N \), whereas (24) needs only \( N \).

6 Unbiased FIR Prediction and Smoothing

It follows from (8)–(11) that prediction and smoothing are provided by the same convolution batch if to let \( p \) be either positive or negative, respectively.

To organize unbiased predictive FIR filtering (9), by \( p > 0 \), or smoothing FIR filtering (11), by \( p < 0 \), the Vandermonde matrix was modified in [21] to

\[
V(p) = \begin{bmatrix}
1 & p & \cdots & p^l \\
1 & p + 1 & \cdots & (p + 1)^l \\
1 & p + 2 & \cdots & (p + 2)^l \\
\vdots & \vdots & \ddots & \vdots \\
1 & N - 1 + p & \cdots & (N - 1 + p)^l \\
\end{bmatrix},
\]

obeying the following fundamental properties of the unbiased gain, existing from \( p \) to \( p + N - 1 \):

\[
\sum_{i=p}^{N-1+p} h_i(p) = 1 \quad \quad \quad (34)
\]

\[
\sum_{i=p}^{N-1+p} h_i(p)i^u = 0, \quad 1 \leq u \leq l. \quad \quad \quad (35)
\]

With \( V(p) \) specified by (33), the gain \( h_i(p) \) can serve to provide prediction and smoothing.

Substituted (33) to (22), the \( p \)-dependent components of the matrix \( D(p) \) is specified via the Bernoulli polynomials with [28]

\[
d_r(N, p) = \sum_{i=p}^{N-1+p} i^r = \frac{B_{r+1}(N + p) - B_{r+1}(p)}{r + 1}. \quad \quad \quad (36)
\]

Provided \( D(p) \), the \( p \)-dependent gain \( h_{ln}(p) \) can also be found analytically for any \( l \) and \( p \). Below we consider only the \( p \)-step predictive ramp FIR filter, noticing that a quadratic solution can be found in [21, 28].

6.1 The p-step Predictive Ramp FIR Filter

The gain of the \( p \)-step ramp predictive FIR filter has a familiar form of

\[
h_{1n}(p) = a_{01}(p) + a_{11}(p)n \quad \quad \quad (37)
\]
with the $p$-dependent coefficients found in [27, 28] to be

$$a_{01}(p) = \frac{2(2N-1)(N-1) + 12p(N-1+p)}{N(N^2-1)}, \quad (38)$$

$$a_{11}(p) = -\frac{6(N-1+2p)}{N(N^2-1)}. \quad (39)$$

The NPG for this gain is $g_1(p) = a_{01}(p)$ (38). By $p = 0$, (37) becomes (24). For $p = 1$, function (37) was originally derived and investigated in [9] using the Lagrange multipliers. An analysis reveals that an increase in $p$ results in a higher slope of $h_{1n}(p)$ as well as in an increase on $6p/N(N+1)$ in both positive and negative peak values.

A payment for prediction is instability. In fact, both (38) and (39) tend toward infinite if $N \to 1$ that makes prediction inefficient when $g_1(p)$ exceeds unity (noise is not attenuated) with small $N$. The latter is neatly seen in Fig. 5. On the other hand, with $N \gg 1$, the filter is highly efficient and its NPG fits an asymptotic $g_1 \approx 4/N$ (dashed in Fig. 5) that does not depend on $p$.

Figure 6 gives us an idea of how well the ramp FIR predictor works, covering the range of about 0.5 hours via the GPS-based measurements of the TIE [27]. As can be seen, $\tilde{x}_n$ inherently diverges in the holdover range, when measurement is not temporary available, and then converges to $x_n$ in the hold-in range. Different prediction algorithms with examples of applications for such measurements can be found in [27, 28].

7 FIR Filtering in State Space

In line with the polynomial model (2), clock representation in state space is also widely used. It has been proposed in [2], to represent the clock in state space...
with the state and observation equations, respectively,

\[
\begin{align*}
    x_n &= A x_{n-1} + w_n, \\
    s_n &= C x_n + v_n,
\end{align*}
\]

where the $3 \times 1$ state vector is given by

\[
x_n = [x_n \ y_n \ z_n]^T,
\]

the $3 \times 3$ clock matrix

\[
A = \begin{bmatrix}
1 & \tau & \frac{\tau^2}{2} \\
0 & 1 & \tau \\
0 & 0 & 1
\end{bmatrix}
\]

projects the nearest past state $x_{n-1}$ to the present state $x_n$ via the finite Taylor series expansions, and the $1 \times 3$ observation matrix is $C = [1 \ 0 \ 0]$. The $3 \times 1$ vector of the clock zero-mean noises,

\[
w_n = [w_{x_n} \ w_{y_n} \ w_{z_n}]^T,
\]

has the covariance matrix $\Psi = E\{w_i w_j^T\}$, which components are specified via the noise power laws determined in [5]. As shown in [4], the following matrix can be used for the white Gaussian approximation of $\Psi$,

\[
\tilde{\Psi} = \tau \begin{bmatrix}
q_1 + \frac{q_2 \tau^2}{3} + \frac{q_3 \tau^4}{20} & \frac{q_2 \tau}{2} + \frac{q_3 \tau^3}{8} & \frac{q_3 \tau^2}{6} \\
\frac{q_2 \tau}{2} + \frac{q_3 \tau^3}{8} & q_2 + \frac{q_3 \tau^2}{3} & \frac{q_3 \tau}{2} \\
\frac{q_3 \tau^2}{6} & \frac{q_3 \tau}{2} & q_3
\end{bmatrix},
\]
where the diffusion coefficients $q_1$, $q_2$, and $q_3$ specify the white FM noise (WHFM), white random walk FM noise (WRFM), and white random run FM noise (RRFM), respectively, in the $\tau$-domain power law [5] of the clock’s oscillator.

The noise $v_n$ associated with GPS-based measurement is zero-mean, $E\{v_n\} = 0$. It has the variance $E\{v_n^2\} = \sigma_v^2$ and supposedly arbitrary distribution and covariance. An analysis of this noise can be found in [21].

### 7.1 Representation on the Averaging Horizon

To apply FIR filtering to the clock state space model, (40) and (41), the latter is represented in [21] on a horizon of $N$ point from $m = n - N + 1$ to $n$ (Fig. 2) as

$$X_{n,m} = A_{n-m}x_m + B_{n-m}N_{n,m},$$

$$S_{n,m} = C_{n-m}x_m + G_{n-m}N_{n,m} + V_{n,m},$$

where

$$X_{n,m} = \begin{bmatrix} x^T_{n-1} & \ldots & x^T_m \end{bmatrix}^T,$$

$$S_{n,m} = \begin{bmatrix} s_{n-1} & \ldots & s_m \end{bmatrix}^T,$$

$$N_{n,m} = \begin{bmatrix} w^T_{n-1} & \ldots & w^T_m \end{bmatrix}^T,$$

$$V_{n,m} = \begin{bmatrix} v_{n-1} & \ldots & v_m \end{bmatrix}^T,$$

$$A_i = \left[\begin{array}{ccc} (\tau i)^2/2 & \tau i & 1 \\ 0 & 1 & \tau i \\ 0 & 0 & 1 \end{array}\right],$$

$$B_i = \left[\begin{array}{cccc} A^0 & A & \ldots & A^{i-1} \\ 0 & A^0 & \ldots & A^{i-2} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & A^0 \end{array}\right],$$

$$C_i = \left[\begin{array}{cccc} (A^i)^T_1 & (A^{i-1})^T_1 & \ldots & (A^0)^T_1 \\ (A^i)^T_1 & (A^{i-1})^T_1 & \ldots & (A^0)^T_1 \end{array}\right]^T,$$

$$(A^i)_1 = \begin{bmatrix} 1 & \tau i & (\tau i)^2/2 \end{bmatrix},$$

$$G_i = \left[\begin{array}{cccc} (I)_1 & (A)_1 & \ldots & (A^{i-1})_1 \\ 0 & (I)_1 & \ldots & (A^{i-2})_1 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & (I)_1 \end{array}\right].$$

where $(Z)_1$ means the first row of a matrix $Z$ and $0$ is a relevant matrix with all components equal to zero. Note that the initial state $x_m$ is supposed to be
given exactly, although it is randomly valued. Therefore, \( w_m \) is always zero valued.

By this model, the slowly changing clock states are represented at \( n \) with the finite Taylor series expansions via the states at \( m \) as follows:

\[
x_n = x_m + (n - m)\tau y_m + \frac{(n - m)^2\tau^2 z_m}{2} + w_{xn},
\]

\[
y_n = y_m + (n - m)\tau z_m + w_{yn},
\]

\[
z_n = z_m + w_{zn},
\]

where \( w_{xn}, w_{yn}, \) and \( w_{zn} \) conventionally represent the noise components on the averaging horizon.

### 7.2 Optimal FIR Filtering of the TIE

Utilizing \( N \) measurement points from \( n - N + 1 \) to \( n \), the FIR filtering estimate \( \hat{x}_n \) of \( x_n \) is obtained, by (5) applied to (47), as

\[
\hat{x}_n = W^T_l S_{n,m}.
\]

In order for the estimate (61) to be optimal, the degree of the gain must be set such that \( l = K - k \), where \( K \) is a number of the states and \( k \) is the filtered state [22]. For the 3-state clock model and filtered first state, one thus sets \( l = 2 \).

The optimal gain matrix \( W_l \) for (61) was specified in [25, 29] as

\[
W^T_l = (A^{N-1})_1 R_m C^T_{n-m}(Z_m + \hat{Z}_\Psi + \Phi_V)^{-1},
\]

where

\[
Z_m = C_{n-m} R_m C^T_{n-m},
\]

\[
\hat{Z}_\Psi = G_{n-m} \Psi_N G^T_{n-m}.
\]

The noise covariance function matrices are

\[
\Psi_N = E\{N_{n,m}N^T_{n,m}\},
\]

\[
\Phi_V = E\{V_{n,m}V^T_{n,m}\}
\]

and the initial state covariance is

\[
R_m = E\{x_m x^T_m\}.
\]

It has been shown in [21] that the initial state function \( Z_m \) can \textit{a posteriori} be determined in the filter algorithm by solving the discrete algebraic Riccati equation.

Although (62) can be applied to the state space models with different kinds of noise sources (unlike the Kalman filter claiming all noises to be white sequences), it presumes large computational burden when \( N \) is large. Following [25], substantial simplifications of (62) can be achieved for \( N \gg 1 \) associated with GPS-based timekeeping and precision clocks.
Figure 7: The basic FIR filtering algorithm for TIE measurements of the 3-state clock model.

### 7.2.1 Large Averaging Horizon, $N \gg 1$

When $N \gg 1$ or the initial mean square state dominates noise in order of magnitudes, the second and third terms can be neglected in the parenthesis of (62) [25]. Accordingly, (62) first reduces to

$$\tilde{W}_l^T = (A^{-1})_1 R_m C_{n-m}^T (C_{n-m} R_m C_{n-m}^T)^{-1}.$$  \hfill (68)

and, following [21], can be transformed to the unbiasedness (or deadbeat [13]) constraint

$$\tilde{W}_l^T C_{n-m} = (A^{-1})_1,$$  \hfill (69)

where the gain $\tilde{W}_l$ is exactly that specified with (19) [22]. Provided large $N$, the optimal estimate of the clock TIE is thus obtained with the unbiased FIR filter (see an experimental verification given in [26]).

### 8 FIR Filtering Algorithms

An important special feature of FIR filtering is that it can be applied to each of the states separately [13, 22]. Although, so far, we discussed the estimates of the clock first state $x_n$, the remaining states can be estimated similarly [22], even with the individual optimal horizons and sampling intervals [24, 30]. The clock states can also be estimated all at once as shown in [21].

#### 8.1 Basic Algorithm

The basic unbiased FIR filtering algorithm for the most common 3-state clock model is shown in Fig. 7 [22]. Here, the quadratic gain (25) is used to produce the estimate $\hat{x}_n$ of the TIE (Fig. 8) via the convolution (4). The noise variance in the produced estimate is approximately evaluated by the NPG $g_2 = a_{02}$.

Because the fractional frequency offset can be specified by the discrete-time derivative of the TIE, the measurement of $y_n$ is formed as $s_{yn} = (\hat{x}_n - \hat{x}_{n-1})/\tau$. Then the FIR filter with the ramp gain (24) is applied to produce the estimate $\hat{y}_n$ with the variance calculated by the NPG $g_1 = a_{01}$. The procedure is repeated using simple averaging (23) applied to the derivative $s_{zn} = (\hat{y}_n - \hat{y}_{n-1})/\tau$ in
order to obtain an estimate \( \hat{z}_n \) of the linear frequency drift rate \( z_n \) with the error approximately calculated by the NPG \( g_0 = 1/N \).

For the 3-state and 2-state clock models, the unbiased FIR filtering batch algorithms are hence as in the following.

**3-state clock model.** If the clock is identified to have three states, FIR filtering obtains

\[
\hat{x}_n = \sum_{i=0}^{N_x-1} h_{2i}s_{n-i}, \tag{70}
\]

\[
\hat{y}_n = \frac{1}{\tau} \sum_{j=0}^{N_y-1} h_{1j}[\hat{x}_{n-j} - \hat{x}_{n-j-1}], \tag{71}
\]

\[
\hat{z}_n = \frac{1}{\tau N_z} \sum_{r=0}^{N_z-1} [\hat{y}_{n-r} - \hat{y}_{n-r-1}], \tag{72}
\]

where the averaging horizons \( N_x, N_y, \) and \( N_z \) are typically different. The first accurate value of \( \hat{x}_n \) appears at \( N_x - 1 \), of \( \hat{y}_n \) at \( N_x + N_y - 1 \), and of \( \hat{z}_n \) at \( N_x + N_y + N_z - 1 \).

**2-state clock model.** For the 2-state clock model, the existing states are filtered by

\[
\hat{x}_n = \sum_{i=0}^{N_x-1} h_{1i}s_{n-i}, \tag{73}
\]

\[
\hat{y}_n = \frac{1}{\tau N_y} \sum_{j=0}^{N_y-1} (\hat{x}_{n-j} - \hat{x}_{n-j-1}). \tag{74}
\]

Here, the first accurate value of \( \hat{x}_n \) appears at \( N_x - 1 \) and of \( \hat{y}_n \) at \( N_x + N_y - 1 \).

### 8.2 Thinning Algorithm

Following [24], the optimal step \( \tau_{x_{\text{opt}}} \) is 1 s for the first clock state in GPS-based measurements via the 1 PPS signals. In contrast, \( \tau_{y_{\text{opt}}} \) and \( \tau_{z_{\text{opt}}} \) must be set individually for the second and third states [24].

An improved “thinning” algorithm has been proposed in [30] with the diagram shown in Fig. 8. This algorithm accounts for the individual \( \tau_y \) and \( \tau_z \), implied that the thinning coefficients, \( k_y \) and \( k_z \), are chosen such that information is not lost about the states.

It follows from Fig. 8 that the first state \( x_n \) is estimated by (70) as \( \hat{x}_n \) and that this estimate is then thinned out by changing \( \tau \) to \( \tau_y = k_y \tau \). In a new discrete scale \( m_y = \left\lfloor \frac{n}{\tau_y} \right\rfloor \), where \( \left\lfloor \frac{n}{\tau} \right\rfloor \) represents an integer part of the ratio, the estimate becomes \( \hat{x}_{k_y m_y} \). Then the one pulse per \( k_y \) seconds (1PPS)
measurement of the second state is artificially formed by the backward time derivative as
\[ s_{y k y m y} = \frac{\hat{x}_{y k y m y} - \hat{x}_{y k y (m_y-1)}}{\tau_y} . \quad (75) \]

The estimate \( \hat{y}_{k y m_y} \) of the second state is then provided at each \( k_y m_y \) point in a like manner using the gain \( h_{1y} \)
\[ \hat{y}_{k y m_y} = \sum_{i=0}^{N_y-1} h_{1y} s_{y k y (m_y-1)} . \quad (76) \]

Similarly, the estimate \( \hat{z}_{k_y k_z m_z} \) can be found and two particular cases recognized.

3-state clock model. For the clock identified to have three states, the thinning unbiased FIR filtering algorithm results in the following batch forms:
\[
\hat{x}_n = \sum_{i=0}^{N_y-1} h_{2y} s_{n-i} , \quad (77)
\]
\[
\hat{y}_{k_y m_y} = \frac{1}{k_y \tau} \sum_{j=0}^{N_y-1} h_{1y} [\hat{x}_{k_y (m_y-j)} - \hat{x}_{k_y (m_y-j-1)}] , \quad (78)
\]
\[
\hat{z}_{k_y k_z m_z} = \sum_{r=0}^{N_z-1} \frac{\hat{y}_{k_y k_z (m_z-r)} - \hat{y}_{k_y k_z (m_z-r-1)}}{k_y k_z \tau N_z} . \quad (79)
\]
It can be shown that the first correct estimate of the third state, for the worst case of asynchronous thinning, appears at \( N_x - 1 + k_y(N_y + k_z N_z) \).

**2-state clock model.** The 2-state model fits well atomic clocks and is often applied to crystal clocks. For this model, the thinning algorithm is given by

\[
\hat{x}_{n+i} = \sum_{i=0}^{N_y-1} h_{1i} s_{n-i}, \quad (80)
\]

\[
\hat{y}_{k_y m_y} = \frac{1}{k_y N_y} \sum_{j=0}^{N_y-1} \left[ \hat{x}_{k_y (m_y - j)} - \hat{x}_{k_y (m_y - j - 1)} \right]. \quad (81)
\]

In the worst case of asynchronous thinning, the first correct estimate of the second state appears at \( N_x - 1 + k_y N_y \).

Applications of both basic and thinning algorithms to crystal clocks can be found in [22, 23, 24, 25, 27, 28, 30].

### 8.3 Generic \( p \)-shift Optimal Estimation Algorithm

Assigned the \( K \times N \) gain matrix \( \mathbf{H}(p) \), the estimate \( \hat{x}_{n+p} = \mathbf{H}(p) \mathbf{S}_{n,m} \) of the clock state \( \mathbf{x}_n \) has been found in [21] at \( n + p \) as

\[
\hat{x}_{n+p} = \mathbf{H}(p) \mathbf{Z}_m (\mathbf{Z}_m + \mathbf{Z}_\Psi + \mathbf{V}_\Phi)^{-1} \mathbf{S}_{n,m} \quad (82)
\]

\[
= \mathbf{A}^{n-m+p} (\mathbf{C}_n^T \mathbf{C}_{n-m})^{-1} \mathbf{C}_n^T \mathbf{Z}_m (\mathbf{Z}_m + \mathbf{Z}_\Psi + \mathbf{V}_\Phi)^{-1} \mathbf{S}_{n,m}, \quad (83)
\]

where \( \mathbf{Z}_m \) is determined by solving the discrete algebraic Riccati equation (DARE)

\[
0 = \mathbf{Z}_m (\mathbf{Z}_\Psi + \mathbf{V}_\Phi)^{-1} \mathbf{Z}_m + 2 \mathbf{Z}_m + \mathbf{Z}_\Psi + \mathbf{V}_\Phi - \mathbf{S}_{n,m} \mathbf{S}_n^T (\mathbf{Z}_\Psi + \mathbf{V}_\Phi)^{-1} \mathbf{Z}_m, \quad (84)
\]

and

\[
\mathbf{H}(p) = \mathbf{A}^{n-m+p} (\mathbf{C}_n^T \mathbf{C}_{n-m})^{-1} \mathbf{C}_n^T \quad (85)
\]

is the unbiased gain associated with the noiseless both system and measurement when \( \mathbf{Z}_\Psi = 0 \) and \( \mathbf{V}_\Phi = 0 \). Table 1 summarizes the generic \( p \)-shift optimal FIR estimation algorithm of the clock state at \( n + p \).

### 8.4 Generic recursive \( p \)-shift Unbiased Estimation Algorithm

The unbiased FIR estimate of clock state has been found in [21] in the batch form of

\[
\tilde{x}_{n+p|n} = \tilde{\mathbf{H}}(p) \mathbf{S}_{n,m} \quad (86)
\]

\[
= \mathbf{A}^{n-m+p} (\mathbf{C}_n^T \mathbf{C}_{n-m})^{-1} \mathbf{C}_n^T \mathbf{S}_{n,m} \quad (87)
\]
Table 1: Generic $p$-Shift Optimal FIR Estimation Algorithm

<table>
<thead>
<tr>
<th>Stage</th>
<th>Given:</th>
<th>$N \geq K$ and $p$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set:</td>
<td>$\tilde{H}(p) = A^{N-1+p}(C_{N-1}^T C_{N-1})^{-1}C_{N-1}^T$</td>
</tr>
<tr>
<td></td>
<td>Find $Z_{n-N+1}$:</td>
<td>$0 = Z_{n-N+1}(\tilde{Z}<em>p + \Phi_V)^{-1}Z</em>{n-N+1} + 2Z_{n-N+1} + \tilde{Z}<em>p + \Phi_V$ $- S</em>{n,n-N+1}S_{n,n-N+1}^T(\tilde{Z}<em>p + \Phi_V)^{-1}Z</em>{n-N+1}$</td>
</tr>
<tr>
<td></td>
<td>Compute:</td>
<td>$\tilde{H}<em>n(p) = \tilde{H}(p)Z</em>{n-N+1}(Z_{n-N+1} + \tilde{Z}<em>p + \Phi_V)^{-1}$ $\tilde{x}</em>{n+p} = \tilde{H}<em>n(p)S</em>{n,n-N+1}$</td>
</tr>
</tbody>
</table>

Table 2: Recursive Form of the Generic $p$-Shift Unbiased FIR Estimation Algorithm

<table>
<thead>
<tr>
<th>Stage</th>
<th>Given:</th>
<th>$K, N, p, v = K, \ldots, N-1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set:</td>
<td>$\Xi = A^T C^T C A$ $P_{K-1} = (C_{K-1}^T C_{K-1})^{-1}$ $F_{K-1} = A^{K-1}P_{K-1}(A^{K-1})^T$ $\tilde{x}<em>{n-N+K+p} = A^{K-1+p}P</em>{K-1}C_{K-1}^T S_{n-N+K,n-N+1}$</td>
</tr>
<tr>
<td></td>
<td>Update:</td>
<td>$F_v = AF_{v-1}A^T - AF_{v-1}(I + \Xi F_{v-1})^{-1}\Xi F_{v-1}A^T$ $\tilde{x}<em>{n-N+1+v+p} = A\tilde{x}</em>{n-N+v+p} + A^{p}F_v C^T (s_{n-N+1+v} - CA^{1-p}\tilde{x}_{n-N+v+p})$</td>
</tr>
<tr>
<td></td>
<td>Instruction:</td>
<td>Use $\tilde{x}_{n-N+1+v+p}$ as the output when $v = N-1$</td>
</tr>
</tbody>
</table>
and in the recursive form given in Table 2. Here, a set of auxiliary functions, \( \Xi, P_{K-1}, \) and \( F_{K-1} \), is computed and a posteriori initial vector \( \tilde{x}_{n-N+K+p} \) determined via measurement without prediction. Then an auxiliary matrix \( F_v \) and the estimate vector \( \tilde{x}_{n-N+1+v+p} \) are both updated by changing \( v \) from \( K \) to \( N-1 \) for all \( n \geq K \). The true estimate is taken when \( v = N-1 \).

Note that both algorithms (Table 1 and Table 2) can be used on arbitrary averaging horizons. If all the data available is employed, from zero to \( n \), one must set \( m = n - N + 1 = 0 \).

9 The Trade-off with the Kalman Algorithm

The Kalman-Bucy algorithm [12] is useful for various applications in timescales [7]. However, it is known to be a nice engineering solution if the noise sources are all white sequences and there are no uncertainties neither in the model nor in the measurement. Otherwise, the algorithm may become noisy and unstable [8, 13, 14].

Contrary to the infinite impulse response (IIR) recursive structures, including the Kalman-Bucy filter, the transversal FIR ones demonstrate the following important properties [11, 13, 14, 26]:

- Inherent BIBO stability featured to weighted average.
- Better robustness against temporary uncertainties and round-off errors, especially when \( N \gg 1 \).
- Convergence of optimal and unbiased estimates with \( N \gg 1 \).

Experimental and numerical evidences of these advantages can be found in many papers [8, 13, 14, 22, 29, 30]. As an example, Fig. 9 sketches typical errors featured to the 2-degree (ramp) optimal FIR filter and two-state Kalman filter [29], both applied to the GPS-based measurement of a crystal clock imbedded in the Stanford Frequency Counter SR620. As can be seen, there is no time delay between the estimates and the filters thus have similar time constants. Herewith, the FIR filter demonstrates better robustness against the GPS time uncertainty, producing lower noise and smaller regular errors.

10 Applications

Below, we observe several most typical applications of FIR filtering to GPS-based timekeeping. For a comparison, the relevant Kalman estimates are also discussed. The results have been obtained using a measurement set (Fig. 1) with the GPS timing SynPaQ III Sensor as a receiver, Stanford Frequency Counter SR625, and local crystal clock imbedded in the SR625. Actual clock errors have been measured simultaneously for the Symmetricom cesium standard of frequency CsIII.
Figure 9: Typical errors in the GPS-based TIE filtering estimates produced by the 2-degree optimal FIR filter and two-state Kalman filter [29].

10.1 Estimation of the TIE

Figure 10a sketches a typical GPS-based measurement with sawtooth (for about 2 hours) and an actual TIE behavior. It also incorporates the unbiased FIR estimate $\hat{x}_n$ and the Kalman estimate $\hat{x}_{Kn}$ [30].

To ascertain the difference between the estimates, Fig. 10b shows the time deviation (TDEV) [5, 6] computed over all the measurement points. As can be seen, the TDEV associated with $\hat{x}_n$ and $\hat{x}_{Kn}$ behave closely to each other and trace above the actual values. Although, better behavior of the FIR estimate can be watched.

10.2 Estimation of the Frequency Offset

In [30], the thinning algorithm (79) has been applied in order to estimate the second clock state. Following [24], the minimum MSE in the FIR estimate was found in the range of $10^6 \leq \tau \leq 100s$ and the filter parameters were allowed to be $k_y = 100$ and $N_y = 130$.

Figure 11 shows the GPS-based and reference measurements along with the FIR and Kalman estimates. One infers from Fig. 11a that both $\hat{x}_2$ and $\hat{x}_{2K}$ fit well the actual trend (reference measurement) and the time derivative of the thinned out estimate of the TIE (GPS-measurement). The goodness-of-fit estimates are demonstrated in Fig. 11b in terms of the Allan deviation (ADEV) [5]. One notices that the FIR filter produces much lower noise that the Kalman filter when $\tau < 10^3$ s, although both estimates still inherently trace above the actual value.

10.3 Clock Steering

Steering of the local clock errors in the loop (Fig. 1) has been investigated in [3]. Because only fast noise components are commonly filtered out in clock
Figure 10: Typical GPS-based measurement with sawtooth and estimates of the TIE of a crystal clock [30]: (a) measurements and estimates and (b) TDEV.
Figure 11: Typical GPS-based measurement with sawtooth and estimates of the fractional frequency offset of a crystal clock [30]: (a) measurements and estimates and (b) ADEV.
synchronization, an averaging horizon was chosen as shown in Fig. 2 (“Filtering of the TIE behavior”) to produce a minimum MSE in the output of a GPS-locked crystal clock.

For the GPS-based measurement with sawtooth, the optimum $N$ was experimentally found, as in [24], to be $N_{opt} \approx 250$. By this value, the TIE has been measured to range from $-30$ ns to $40$ ns over time as shown in Fig. 12a. An additional 1-order low-pass (LP) filter included to the loop with the time constant $T = 2000$ s was used for smoothing the TIE as shown in Fig. 12b.

As can be seen, the smoothed TIE (Fig. 12b) ranges within the same bounds as in the origin (Fig. 12a). Therefore, a subtle comparison of both function was provided in [3] in terms of the TDEV and ADEV (Fig. 13). The TDEV of the unlocked crystal clock inherently increases with large averaging time, whereas the reference GPS 1PPS signal with sawtooth has a uniform TDEV function (Fig. 13a). The optimal FIR filter included to the loop allows for a substantial steering of clock errors with large averaging times. An additional smoothing filter (1-order LP with $T = 1000$ s) completes the picture, providing a substantial noise reduction for small averaging times. It can be seen that the resulting TDEV traces much lower the mask specified in [6] for digital communications networks.

Contrary to the TDEV, the ADEV of the reference GPS 1PPS signal decreases linearly in the Bode plot, whereas that of the unlocked crystal clock inherently reduces and then grows passing through a minimum (Fig. 13b). The effect of the optimal FIR filter with the smoothing 1-order LP filter included in the loop results in the following. In the locked crystal clock, noise with small averaging times mostly depends on precision of its oscillator (effect of the smoothing filter) and time error departures with large averaging times are limited by the accuracy of the optimal FIR filter output. Note that an excursion in the ADEV observed in the middle of the averaging times range shown in Fig. 13 cannot be avoided from the standpoint of control. Its peak value can only be minimized and position optimized by the smoothing filter.
Figure 13: Typical errors of the GPS-locked crystal clock [3]: (a) TDEV and (b) ADEV.
11 Conclusions

In this paper, we observed recent advantages in GPS-based estimation and steering of local clock errors employing FIR algorithms. Advantages of the approach against the Kalman filter were shown experimentally for real measurements in the presence of the GPS temporary time uncertainty and non Gaussian sawtooth noise induced by the GPS timing receiver.

Both the optimal and unbiased FIR solutions can be used in order to estimate clock state with minimum errors via the GPS-based measurement. An important point here is that simple unbiased polynomial FIR estimators with gains (24)–(26) become virtually optimal at large averaging horizons, $N \gg 1$, featured to clock problems. That means, by extension, that unbiased FIR estimators (filters, predictors, and smoothers) with such gains may become the best choice in terms of simplicity, accuracy, stability, and robustness for GPS-based timekeeping. First of all, it relates to GPS-based clock estimation and synchronization. Such estimators can also be useful in design of the GNSS composed clock algorithms, in which case any increase in accuracy is highly appreciated.
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