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Abstract: With the potential use of SuperDARN radars in mind and to test the theoretical predictions for dependence of the phase velocity of Farley-Buneman waves on radar frequencies in the HF range, a statistical analysis was made of over 11,000 specifically selected spectra from multi-frequency observations by the SuperDARN Pykkvibær radar in September-October 2000. Good qualitative agreement was found between the observed and predicted frequency dependence for slightly disturbed magnetic conditions. Assuming that increased magnetic activity (higher $K_p$) manifests itself via enhanced electron temperature and applying the algorithm of the control parameters of Kagan & Kissack [1], it was shown that in agreement with observations, the dependence of the FB waves phase velocity on the irregularity wave number (radar frequency) should decrease with increasing electron temperature ($K_p$). The results make it clear that specially designed multi-frequency SuperDARN experiments would be a valuable tool in studying the HF Farley-Buneman waves at high latitudes.
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1. INTRODUCTION

The importance of two-stream processes in the formation of ionospheric irregularities has led to more and more complex linear and non-linear theories and increasingly sophisticated computer simulations of Farley-Buneman (FB), or two-stream, waves [2,3]. Non-linear theories [4-6] have been focusing on the mechanisms which produce the FB irregularities; computer simulations have been looking into saturation mechanisms for the FB waves growth [7-8] and their non-linear dynamics [9], while linear theories have been aimed at providing more refined expressions for the instability threshold speed as well as understanding the attendant physics.

Continuing strong interest in the linear approach is due to the remarkable property of the Farley-Buneman waves to travel with their phase speed of the order of the ion-acoustic speed $c_{ia}$, which, in standard classical theory, is the speed of waves moving at their linear instability threshold. The increased degree of sophistication in the linear fluid theories was at first limited to isothermal treatments, culminating in the generalization presented by Fejer [10]. Gradually, thermal processes were also added to the calculations both in kinetic and, mostly, in fluid treatments of the problem. The addition of thermal effects led to the discovery of additional feedback mechanisms which had either a positive or a negative effect on threshold properties, depending on conditions (e.g., [11-24]).

Farley and Providakes [25] were the first to recognize that the threshold speed of small-scale E region irregularities should be evaluated more carefully, based on their observations of high latitude E region irregularities moving with phase speeds clearly faster than the isothermal ion-acoustic speed, and much closer to a speed associated with adiabatic electrons. Following the work of Farley and Providakes [25] there have been two distinct approaches to this problem, both based on non-isothermal electron corrections. In the series of papers written by Dimant and Sudan, the focus was on an improved kinetic starting point for the instability calculations [15-18].

The other approach by the group to which this paper belongs [13-14, 21-24], was based on Grad’s set of fluid equations closed at the heat flow level; it self-consistently describes the effects of collisions using Burgers’ expressions for collision integrals [26]. This approach was shown to be very fruitful when, despite being limited to zero aspect and flow angles, the formulation by St.-Maurice and Kissack [21] allowed St.-Maurice et al. [27] to explain, for the first time, the puzzling fact that two-step type-I waves in the lower electrojet moved at speeds up to 50% higher than the isothermal ion acoustic speed. An advantage of this approach is that the contributions of thermal corrections can be written as additional terms to the isothermal theory.

J.-P. St.-Maurice was the first to realize that when the Farley-Buneman wave phase velocities were about 1.5 times higher than the isothermal ion-acoustic speed [27], they still matched remarkably well the non-isothermal ion acoustic velocity, therefore confirming the concept that FB waves move at a speed of their linear instability threshold, but this linear threshold is the non-isothermal ion acoustic speed [1, 13, 14, 21, 27].

Furthermore, observations indicate that waves often move at the threshold speed even when the electric field is strong enough to excite waves that could be moving much faster than that. Several nonlinear theories and simulations have been proposed to explain this (see for example [4-8]). Investigating non-isothermal linear threshold FB velocities,
Kagan and St.-Maurice [22] showed that although the threshold phase speeds would be greater in the strongly driven case of very high electric fields (triple that of the linear threshold), the numbers are not changing that much at lower altitudes or for aspect angles > 0.3°. They obtained the largest deviation from the linear threshold for the altitudes >110 km and small enough aspect angles (<0.1°).

The next step exploring aspect sensitivity [22] showed good correspondence to observations by Kudeki and Farley [28] and good qualitative agreement of observed altitude behavior of Farley-Buneman waves being super-adiabatic at lower altitudes and isothermal at high altitudes.

The latest development of the theory [23,24], which includes non-zero flow angles and an arbitrary heat source (with possible applications for high latitudes and heating experiments) presented the results in such a way that allowed one to clearly identify contributions from each physical process and to easily compare the results with previous work. Applying this theory to the three-frequency experiments (with possible applications for high latitudes and heating) and the references therein.

The paper starts with a theoretical description followed by observations. The latter includes the data-selection procedure, data, discussion of flow angle and frequency dependence of FB phase velocities, \( V_{ph} \), and a \( V_{ph} \) dependence on geomagnetic activity. The discussion of the results and conclusion are given in the last section.

2. THEORETICAL DESCRIPTION

As shown by Kagan and Kissack [1] and Kagan et al. [30], the threshold phase velocity of Farley-Buneman waves depends largely on three different parameters: (1) the magnetic aspect angle, \( \phi \) (angle between the wave vector \( \mathbf{k} \) and the plane perpendicular to the background magnetic field); (2) the flow angle, \( \theta_f \) (angle between \( \mathbf{k} \) and the relative ion-electron drift \( \mathbf{u} \)); and (3) the height of the backscatter, through the height dependence of collisional frequencies, electron temperature, and the inelastic electron-neutral energy exchange rate. These three dependences each present problems when working with SuperDARN data, since neither the backscatter height nor the magnetic aspect angle are known, and there is very limited control over the flow angle.

We are going to deal with these problems in various ways. First, we will assume that the magnetic aspect angle \( \phi \) is zero. This is a reasonable assumption since the backscatter echo strength is expected to be a maximum when \( \phi = 0 \), and at HF there is significant refraction which makes the condition of zero aspect angle easily attained much of the time. Moreover, all careful studies of magnetic aspect effects have shown that the backscatter power falls off very rapidly with increasing aspect angle. As a consequence, the majority of observed backscatter comes from close to zero aspect angle, and in a statistical study, the behavior will be dominated by that majority of strong, essentially zero aspect angle echoes.

Second, we will also assume that the flow angle is zero, and will justify that assumption by appropriate selection of the experimental data, supported by evidence in the data which is consistent with the assumption. We will deal with the problem of the unknown height by presenting theoretical results as functions of the height for each radar frequency and comparing the difference between the phase velocities at different frequencies.

Our starting point is the expression for the phase velocity of Farley-Buneman waves under conditions of marginal stability, introducing the assumptions of zero aspect and
flow angles as we go. The following expression is slightly different in form but identical in content to that given by Kagan and Kissack [1] which is based on much more complex formulas given by Kissack et al. [23,24]:

\[ V_{\phi} = u_{i0} \pm \frac{k \cdot \kappa_0}{k} \sqrt{1 + \frac{\chi_{\text{DS}}(2/3) \eta_e \left[ C D_{\|} k_i^2 + \eta_e \right] + (1 + g)^2 A^2 \left[ \psi_t/(1 + \psi_t) \right]^2 u_{c0}^2 k^2}{\left[ (3/2) \left[ \psi_t/(1 + \psi_t) \right]^2 u_{c0}^2 k^2 + (2/3) \left[ C D_{\perp} k_i^2 + \eta_e \right]^2 \right]}}, \]  

(1)

where \( V_{\phi} \) is the phase speed with an account for the ion drift velocity, \( u_{i0} \), in the line of sight of the radar. In the equation \( c_\|= \sqrt{k_0(T_{e0} + T_{i0})/m_i} \) is the isothermal acoustic speed; \( \kappa_0 \) is Boltzmann constant, \( T_{e0} \) and \( T_{i0} \) are the background electron and ion temperatures, respectively, and \( m_i \) is the mean ion mass; \( k \) is the magnitude of the wave vector and \( k_i \) is the magnitude of the wave vector component perpendicular to the geomagnetic field (equal to \( k \) for \( \phi = 0 \)).

The frequency of Farley-Buneman waves is less than 3% in most cases [22] to write \( \omega_\phi - k \cdot \mathbf{u}_e = \omega_e - (1 + \psi_t) \omega_i = \psi_e \omega_i \), which for \( \phi = 0 \) equals \( \psi_e \omega_i \), where \( \mathbf{u}_e = \mathbf{V}_e - \mathbf{V}_i \) is the relative velocity between ions and electrons. The result is

\[ \xi_{e} = \frac{3 n_e}{2 \eta} V_{\phi} k \quad \text{Inertial effects}, \]  

(8)

\[ \xi_{tr} = \frac{10 \mathbf{v}_e \kappa_0}{3 \eta m_i \omega_i^2} k^2 \quad \text{Collisional energy exchange}, \]  

(9)

Rewriting (1) in terms of the control parameters gives

\[ V_{\phi} = u_{i0} \pm \frac{k \cdot \kappa_0}{k} \sqrt{1 + \frac{\chi_{\text{DS}}(1 + \xi_{tr}) + \chi_{\text{CA}} \xi_{\text{CA}}}{\left[ \xi_{\text{tr}}^2 + (1 + \xi_{tr})^2 \right]}}, \]  

(10)

where the quantity \( \chi_{\text{CA}} = 2(1 + g^2) A^2/3 \) depends on contributions from adiabaticity (including thermal corrections), and is a strong function of the magnetic aspect angle \( \phi \). If \( \phi = 0 \) then, assuming as accustomed \( g = 5/6 \), \( \chi_{\text{CA}} \) reduces to a constant \( \chi_{\text{CA}} = 2.24 \).

Finally, \( \chi_{\text{DS}} \) (Eqs. 6 and 7) is an expression giving the contribution to \( V_{\phi} \) from the Dimant-Sudan effects (see [24] for details). It depends on the flow angle and is zero if the flow angle is either 0° or 90°. At HF radar frequencies the Dimant-Sudan effects can be quite important, significantly modifying the frequency dependence of the threshold phase velocity. But our choice of data allowing the assumption of a zero flow angle eliminates this term.

With the assumptions of a zero flow angle and a zero magnetic aspect angle, the expression for the threshold phase velocity (10) simplifies considerably. Furthermore, when substituting some typical values for the various quantities into the expression for \( \xi_e \) (9), we find that for HF radar wavelengths \( \xi_e \) is on the order of 0.01. So to a good approximation \( \xi_e + 1 \approx 1 \). Therefore, similar to the result for 16 MHz at Jicamarca and unlike the results for 50-MHz and higher (see figure 4 in [1]), for HF radar frequencies the parameter \( \xi_{tr} \) does not play any role. The resulting expression for the phase velocity in the ion frame of reference is

\[ V_{\phi} = c_\|= \sqrt{1 + \frac{T_{e0}}{(T_{e0} + T_{i0})}} \frac{2.24}{\left( 1 + \xi_{tr}^2 \right)^2}, \]  

(11)
From equation (11) the frequency dependence of $V_{ph}$ can be seen to depend entirely on the radar frequency and altitude (the last one via parameters $\psi_i$ and $\eta_i$):

$$\xi_{\nu} = \frac{3\nu}{2n} \nu_i (2\pi/c) f_R,$$

where $c$ is the speed of light and $f_R$ is the radar frequency.

If $\xi_{\nu} \ll 1$ then the equation reduces to $V_{nu} = c_{ij}$ and the phase speed is then independent of radar frequency.

If $\xi_{\nu} \gg 1$ the phase speed is once again independent of radar frequency but now being super-adiabatic: $V_{nu} = c_{ij} \sqrt{1 + 2.24 T_{e\nu}/(T_{e\nu} + T_{\nu})}$. Only when $\xi_{\nu} \sim 1$ is $V_{ph}$ predicted by equation (4) to increase with increasing frequency.

For a given radar frequency change we can easily get an estimate of the corresponding change in phase velocity by using equation (11) to estimate $dV_{nu}/df_R$ taking into account that $V_{nu}$ depends on $f_R$ parametrically through the $f_R$ dependence of $\xi_{\nu}$ as described by Eq. (12) where the radar wave number was substituted by the respective expression of the radar frequency. The result is

$$\frac{dV_{nu}}{df_R} = \frac{2.24 T_{e\nu}/(T_{e\nu} + T_{\nu})}{(1/\xi_{\nu} + \xi_{\nu}^2)^2 V_{nu}^2/c^2_{ij} - 2.24 T_{e\nu}/(T_{e\nu} + T_{\nu})} \frac{\partial f_R}{f_R}.$$  \hspace{1cm} (13)

The maximum difference of phase velocities at different HF radar frequencies would be when $(1/\xi_{\nu} + \xi_{\nu}^2)$ is minimum, that is at $\xi_{\nu} = 1$, and $V_{nu} = c_{ij}$, we arrive at

$$\Delta V_{nu} = 0.4 c_{ij} \Delta f_R/f_R.$$  \hspace{1cm} (14)

We can use equation (14) to get an estimate of the magnitude of the frequency dependence effects to be expected for the experiments reported on in this paper. For these data $f_R = 13.24$ MHz with differences to the two neighboring frequencies 1.93 MHz and 1.39 MHz gives $\Delta f_R/f_R = 0.171$ and 0.105. Since the data don’t give us an altitude from which the radar echoes come, we may assume $c_{ij} = 320-390$ m/s (100 to 110-km altitude range) and obtain that for quiet conditions depending on altitude the expected maximum difference between the phase velocities of FB waves would be 14-27 m/s. This estimate is, of course, very approximate. So if we, for example, assume that the echoes come from 120 km altitude, then $c_{ij}$ would be much higher, 471 m/s, which in turn would give the maximum velocity difference $\Delta V_{nu} \approx 32$ m/s. Introduction of even small non-zero flow and aspect angles could further alter our estimate and would greatly increase the complexity of this simple calculation, possibly to the point of impracticability.

Note that the FB phase velocities would differ only when the controlling parameter $\xi_{\nu} \sim 1$. For $\xi_{\nu} < 0.1$ or $>10$ $\Delta V_{nu}$ would become negligible. Clearly for HF Farley-Buneman waves the most important parameter defining frequency dependence of the FB phase velocity is $\xi_{\nu}$.

If one were to assume that increased electron temperature goes with enhanced magnetic activity (higher Kp indexes in our data), then the control parameter $\xi_{\nu}$ would increase as well (via $\eta_i$ temperature dependence) from being $\sim 1$ to becoming increasingly higher than 1. Therefore one could expect that the higher the magnetic activity, the smaller the difference between the FB phase velocities at different frequencies.

3. DATA SELECTION

The normal operating mode of SuperDARN radars does not include observations at multiple frequencies, but from time to time special programs are run which make use of multiple frequencies. In particular, a multiple frequency program (#6007) was operated on 11 consecutive days on the Pykkvibaer radar between 22 September, 2000 and 02 October, 2000. The features of the program are shown in Table I below.

It was found that the usable data in the 9 MHz band were too few to obtain any useful results, so this frequency band was not used in the present study. The SuperDARN experimental program which generated these data was designed for a different purpose, and that is why the frequencies are variable rather than fixed, and why the observations are restricted to daytime hours, neither choice being ideal for studying the frequency dependence of backscatter from Farley-Buneman instabilities.

Table I. A Multiple Frequency Program #6007, the Pykkvibaer Radar, 22/09–2/10/2000

<table>
<thead>
<tr>
<th>Hours:</th>
<th>6:00 UT - 18:00 UT daily</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ranges:</td>
<td>60 km - 1170 km, at 15 km intervals</td>
</tr>
<tr>
<td>Frequenc-ies:</td>
<td>variable in four bands, roughly centered on 9, 12, 13 and 14.5 MHz</td>
</tr>
<tr>
<td>Operation:</td>
<td>Cycle through the 4 frequency bands, 34.33s for each frequency, frequencies varying within each band from cycle to cycle.</td>
</tr>
</tbody>
</table>

The SuperDARN radars use a multi-pulse scheme to achieve their range resolution. When echoes are spread in range, this can result in multi-pulse clutter - strong echoes producing significant returns in adjacent range gates. As a consequence of this issue, a significant fraction of the observed spectra are very irregular, with multiple peaks and no easily identified ion-acoustic peak.

The routine SuperDARN analysis procedures were not used; instead the spectra were calculated directly from the raw autocorrelation function data. In studies with SuperDARN and other radars it has been found that a simple exponential power law does a good job of fitting the autocorrelation functions associated with clean spectra [35], so this approach has been used here to reject spectra contaminated by multi-pulse clutter, leaving a database consisting of only single-peaked, relatively smooth spectra.
The vertical beam pattern of the SuperDARN radars is purposely very broad in order to receive echoes from both the E- and F-regions over a wide spread of ranges. Thus, there is no information on the height from which the echoes come. The SuperDARN radars actually do have an interferometer capability which can, in principle, provide some elevation angle information, but in practice it is unreliable, and in particular the pykkvibaer interferometer is unable to add useful information on what part of the E-region the echoes are coming from.

Because of the lack of height information, there is no way to ensure that the echoes are coming only from the E-region. At the nearest ranges that is not an issue, but beyond a few hundred kilometers there may be a significant fraction of F-region echoes as well. For that and other reasons it is not possible to arrange to view only ion-acoustic echoes from the E-region. We could expect to often see Farley-Buneman echoes superimposed on top of a background of echoes of other types.

Ideally, we would have virtually simultaneous echoes on all three frequencies from the same range gates. In practice, after filtering for suitable spectra, it was found that such simultaneous, co-located multi-frequency echoes are very rarely observed. Consequently, the only feasible approach is to do a statistical analysis, in the hope that the average behavior of the ion-acoustic spectra would provide a suitable basis for comparison with theory. This approach is also appropriate for dealing with the problems of the unknown aspect angle, flow angle and E-region height, as mentioned in the last section.

It is expected that the easiest observations to interpret will be those obtained during relatively quiet conditions. Also as we mentioned in Theoretical Description above, the difference between phase velocities of FB waves at different HF frequencies will be larger, disappearing with increased magnetic activity. For this reason, the \( K_p \) index corresponding to each selected spectrum has been recorded.

We have also estimated the flow angle corresponding to each spectrum by recording the L-shell direction at the observation field point. For any given observation it is unlikely that the current direction will be exactly along the L-shell, but in a statistical analysis, it is hoped that the flow direction can be sufficiently well constrained to allow meaningful results to be obtained.

Since the purpose of this study is to look at the frequency dependence of the Farley-Buneman phase speeds (radar Doppler speeds), it is an inconvenience of this data set that in each frequency band the radar frequency changes somewhat randomly over each of those bands. It has been found that a judicious selection of maximum and minimum frequencies in each band could keep a large fraction of the data while minimizing the frequency spread within each band. The resultant frequency ranges analyzed were 11.29 - 11.33 MHz, 13.20 - 13.279 MHz, and 14.58 - 14.68 MHz.

In summary, the analysis proceeded as follows: for each of the 11 days during which program #6007 was run in September-October 2000, all smooth, single peak spectra corresponding to radar frequencies within the ranges mentioned in the last paragraph were selected, and the time, \( K_p \) value, estimated flow angle, and speed (in m/s) corresponding to the peak of each spectrum were recorded.

Since we are interested in Farley-Buneman waves, these were further culled to eliminate all those values for which the speed of the spectral peak was less than 200 m/s. This eliminated a large fraction of the spectra, and resulted in a database of slightly more than 11,000 records.

### 4. OBSERVATIONS

Although data were available for four 3-hour periods (corresponding to \( K_p \) intervals) on each of the 11 days of the experiment, ion-acoustic spectral peaks were observed only during the periods after 12 UT, with most of them occurring between 15 and 18 UT. Of those remaining twenty two 3-hour periods, only 7 three-hour periods, spanning a range of \( K_p \) values from 2- to 5, have been used in the analysis, as indicated in Table 2. Although some data were obtained in other 3-hour periods for some of these \( K_p \) values, they were significantly fewer in number than for the periods in the table, and it was considered better to constrain the time period for the data as much as possible, by keeping only those periods during which there was a significant amount of activity.

In Table 2, all the three-hour periods were from 15 to 18 UT, with the exception of the \( K_p=3+ \) data which occurred between 12 to 15 UT.

The map in Fig. (1) shows the field of view of the pykkvibaer radar, as well as the distributions of the used echoes in range and beam number. The ranges are concentrated in the 400 - 700 km range interval, with a tail to greater ranges. The weighting of the beams towards the south is entirely reasonable for echoes coming from the afternoon (12 - 18 UT), since then the most favorable flow angles would be expected to lie just southward of the most southerly beam.

<table>
<thead>
<tr>
<th>( K_p ) Value</th>
<th>Frequency</th>
<th>2-</th>
<th>3-</th>
<th>3</th>
<th>3+</th>
<th>4</th>
<th>4+</th>
<th>5</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>29 Sept</td>
<td>28 Sept</td>
<td>26 Sept</td>
<td>28 Sept</td>
<td>25 Sept</td>
<td>2 Oct</td>
<td>30 Sept</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Data</td>
<td>11 MHz</td>
<td>663</td>
<td>402</td>
<td>852</td>
<td>533</td>
<td>578</td>
<td>722</td>
<td>422</td>
<td>4172</td>
</tr>
<tr>
<td></td>
<td>13 MHz</td>
<td>867</td>
<td>506</td>
<td>530</td>
<td>257</td>
<td>625</td>
<td>490</td>
<td>519</td>
<td>3794</td>
</tr>
<tr>
<td></td>
<td>14 MHz</td>
<td>404</td>
<td>925</td>
<td>444</td>
<td>313</td>
<td>716</td>
<td>433</td>
<td>383</td>
<td>3628</td>
</tr>
<tr>
<td>Total:</td>
<td>1934</td>
<td>1833</td>
<td>1826</td>
<td>1103</td>
<td>1929</td>
<td>1645</td>
<td>1324</td>
<td>11594</td>
<td></td>
</tr>
</tbody>
</table>
4.1. Flow Angle Dependence

As mentioned earlier, we have used L-shell directions as a way of approximately ordering data by flow angles, while recognizing that the true flow angle can vary significantly from these L-shell directions. Fig. (2) shows the distributions of peak radar Doppler speeds for $K_p = 3$ and for L-shell angles (angle between radar line-of-sight and the L-shell at the field point) in four different ranges: $10^\circ$-$20^\circ$, $15^\circ$-$25^\circ$, $20^\circ$-$30^\circ$, and $30^\circ$-$60^\circ$, covering the total range of possible L-shell angles for the radar at these times of day.

These flow-angle ranges are as small as possible while still maintaining sufficient numbers of data to provide reasonable distributions. What is evident from these plots is that the distributions get progressively broader with increasing L-shell angle. We have estimated the widths of these distributions for all seven values of $K_p$ and for all three radar frequency ranges, and have averaged the widths for each of five ranges of L-shell angles (the four used in Fig. (1) plus $25^\circ$-$35^\circ$, as shown in Fig. (3)).

On average there is a very little difference between the distribution widths up to an L-shell angle of $25^\circ$, but for larger angles the distributions become increasingly spread. We interpret this result as indicating that below an L-shell angle of $25^\circ$ there are no discernible flow angle effects on the observed phase velocities. At larger L-shell angles the increased spread in velocities likely results from the growing importance of flow angle effects.

4.2. Frequency Dependence of Phase Velocities

From Fig. (2) it can be seen that in three of the four panels the peak of the distribution moves to successively higher velocity as the radar frequency increases, in agreement with the predictions of the theory in Section 2. In Fig. (4) are shown the distributions for the other six levels of $K_p$ for the L-shell ranges of $10^\circ$-$20^\circ$ and $20^\circ$-$30^\circ$, which have been chosen since they are comprise of completely independent sets of data. Several points can be made about these data, along with those of Fig. (2): (1) the data for $K_p = 3$ are quite anomalous, with unusually high velocities, and no consistent frequency dependence (since these data are from the same time period on September 26, $V_{ph}$ were most probably affected by an unusually strong neutral wind or electric field); therefore we will make no further use of these data; (2) the remaining 6 plots for $K_p$ less than 4 all show a consistent increase in velocity with frequency, while the plots for $K_p \geq 4$ are more muddled, with only two of the six plots showing a steady progression peak location with frequency; (3) the magnitudes of the velocity differences from one frequency to another are quite variable.

In order to reduced somewhat the variability of the velocity differences, in Table 3 below we give the velocity differences $\Delta V_{12} = V_{13MHz - peak} - V_{11MHz - peak}$ and $\Delta V_{23} = V_{14MHz - peak} - V_{13MHz - peak}$, averaged over values of $K_p < 4$ and $\geq 4$, for three different ranges of L-shell angle.
The average values of $\Delta V_{12}$ and $\Delta V_{23}$ for the lower values of $K_p$ are remarkably consistent from one L-shell angle range to the next, and agree reasonably well with the predictions of equation (14).

It is not a great surprise that the data from the higher levels of $K_p$ are so disordered. It is well known that these very disturbed conditions are characterized by large and rapid variations, so averaging data from such a three-hour period would reflect the turbulent conditions prevailing during that time. Note, that differences between $V_{ph}$ at different frequencies decrease with increasing magnetic activity, very much in agreement with our theoretical predictions in Section 2. We explain this by the change in the control parameter $\xi_{AT}$ increasing from ~1 to values >1 and therefore by shifting the dominating regime from intermediate, defined by electron energy exchange (as defined by Kagan and Kissack [1]), to super-adiabatic with increasing electron temperature.

5. DISCUSSION AND CONCLUSIONS

To extend the comparison of theory and experiment for Farley-Buneman waves into the HF radar range and with the potential use for SuperDARN radars in mind, we have studied data from the SuperDARN pykvibær radar operating in the auroral electrojet region. Because the SuperDARN radars are designed to receive echoes from both the E- and F-regions and therefore don’t provide information on the height from which the echoes come we have focused our analysis on multi-frequency observations. A special
program (#6007) suitable for our purposes was run in September-October 2000.

In order to manage the problems related to the specifics of the SuperDARN observations, such as different range gates from which the radar returns come at different frequencies and unknown aspect and flow angles, we have done a statistical analysis, in the hope that the average behavior of the ion-acoustic spectra would provide a suitable basis for comparison with theory. To deal with a change in ionospheric conditions (parameters) associated with

---

**Fig. (4a).** Distributions of spectral peaks for $K_p=2^-$, 3, 3$^+$ and L-shell angles 10°-20° and 20°-30°.
enhanced magnetic activity, each selected spectrum has been recorded with its corresponding $K_p$ index.

The statistical approach allowed us to limit our analysis to zero aspect and flow angles and minimize frequency spread in each of the three frequency bands (11.29 - 11.33 MHz, 13.20 - 13.279 MHz, and 14.58 - 14.68 MHz) selected. After limiting the data selection to all smooth, single peak spectra and eliminating the spectra with peak velocity less than 200 m/s (since we are interested in Farley-Buneman waves) we have ended up with a database of 11,594 records.
Our statistical analysis of multi-frequency observations by the SuperDARN byxkkibaer radar have showed a good qualitative agreement between the observed frequency dependence for slightly disturbed magnetic conditions and the one predicted by the Kagan and Kissack [1] and Kissack et al. [23,24] theories. Assuming that increased magnetic activity (higher $K_p$) manifests itself via enhanced electron temperature and applying the algorithm of the control parameters developed in [1], we have shown that in agreement with observations, the dependence of the FB waves phase velocity on the irregularity wave number (radar frequency) decreases with increasing electron temperature ($K_p$).

Starting from $K_p =3$ and higher some other factors in addition to an increased electron temperature seem to contribute to the Farley-Buneman wave phase speed. This case clearly needs special consideration to explain the very peculiar enhancement in the phase speed of Farley-Buneman waves at $K_p =3$ and $K_p =4+$. Perhaps the greatest surprise of this study is that a positive result of any kind could come from such a statistical analysis, depending as it does on so many assumptions, and based on data from an experiment which was far from ideal for the purposes to which it has been put. It is clear though that specially designed multi-frequency SuperDARN experiments would be a valuable tool in studying the HF Farley-Buneman waves at high latitudes both on their own and to complement observations of aurora by other means.
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Table 3. The Velocity Differences $\Delta V_{12}$ and $\Delta V_{23}$, Averaged Over Values of $K_p <4$ and $\geq 4$, for Three Different Ranges of L-Shell Angle

<table>
<thead>
<tr>
<th>L-Shell Angles</th>
<th>$10^\circ$-$20^\circ$</th>
<th>$15^\circ$-$25^\circ$</th>
<th>$20^\circ$-$30^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{16}$ difference</td>
<td>$\Delta V_{12}$</td>
<td>$\Delta V_{23}$</td>
<td>$\Delta V_{12}$</td>
</tr>
<tr>
<td>$K_p =2,3,3+$</td>
<td>32 m/s</td>
<td>43 m/s</td>
<td>34 m/s</td>
</tr>
<tr>
<td>$K_p =4,4+,5$</td>
<td>27 m/s</td>
<td>11 m/s</td>
<td>-5 m/s</td>
</tr>
</tbody>
</table>
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