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Abstract: The flow distribution of cellular networks fluctuates according to the changes of time and space, and this phe-
nomenon makes the low utilization rate of some base stations. Although the base stations’ utilization rate is low, it causes 
the large energy consumption. The CSO can save the energy of base stations according to the load, but it is influenced by 
the load and the sequence of base stations. Aiming at energy-saving, this paper proposes a centralized-greedy-add algo-
rithm based on taking the closure of base stations as the limited capacity set covering model. The simulation under Urban-
Micro (UMi) shows that the energy-saving effect obtains a great improvement compared to the sequence method based on 
loads.  
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1. INTRODUCTION 

The cellular network realizes the overall data covering, 
which is the best way for internet access, and causes the in-
creasing requirement of the cellular network data rate. For 
this requirement, the operators are trying to use new technol-
ogies and increasing the number of the base stations is one of 
this. However, the increasing of base stations make the cost 
high and cause the environment problems [1]. The next gen-
eration of green communications network, energy efficien-
cy(E2) has become one of the most important performance 
index. It predicts that the number of cellular networks will 
rise rapidly, and become the main source of carbon emis-
sions [2]. The overall cellular energy up to 80% are obtained 
from the base station. Therefore, people have put forward 
several methods to reduce the energy consumption of base 
station, such as reducing the number of base stations by tak-
ing the deployment of high efficiency of hardware to use the 
solar energy resources [3, 4]. 

The COS is proposed for energy saving by close a certain 
number of base stations. The reference [5] introduces a kind 
of heuristic greedy-drop algorithm named Cell-Zooming, 
which defines that the closing sequence of the base stations 
are from the low-load base station until the base station to be 
closed will influence the other base stations working. The 
reference [6] proposes the improved Cell-Zooming, which is 
realized by checking all the base stations before closure. The 
reference [7] describes greedy-add algorithm, it considers all 
the requirements and minimizes the number of operating 
base stations. The algorithm opens the base stations accord-
ing to the load, when each user is assigned to an active base 
station, the algorithm terminates. There are other areas of  
 
 

the algorithm to be used for CSO technology, such as effica-
cy algorithm in literature [8] and general algorithm of Litera-
tures [9]. However, the key factor of closure depends on the 
adjacent base stations’ load and closing sequence as well as 
itself. 

In this paper, three kinds of sequence criteria are re-
searched. The simulation results shows that compared with 
the current closing strategy which is based on load, the se-
quencing method based on the number of users may close 
more base stations. Using [6] cell-zooming improved algo-
rithm as the benchmark algorithm, and comparing it with the 
algorithm introduced in this paper, the results show that 
when the number of users in each base station is 10 or more, 
the performance of the proposed algorithm is superior to the 
literature [6] benchmark algorithm. the contribution of this 
paper is as follows: 1) take various method of base stations’ 
sequence as research target, and compare the impact of these 
standards on energy efficiency. 2) The CSO technology is 
stated as a kind of set covering problem, which can effec-
tively solved by the greedy-add algorithms.  

2. PROBLEM DESCRIPTIONS 

Symbols and their meanings are shown in Table 1. 
The purpose of CSO is to close base stations as much as 

possible on the condition of meeting the user's data rate re-
quirement of the base station. And this purpose can be 
achieved by using a set covering theory. 

The set covering is described as
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of  S  that make all elements of  U  be included in at least one 
subset. The purpose of set covering problem is to find out a 
set covering 

  
S*! S  to minimize costs, and if all the subsets 

cost are same, then it becomes the unweighted problem

  
(U ,S ,1) . The purpose of the unweighted set covering prob-
lem is to find a minimum combination of subset

   
{S

1
,S

2
,!,S

m
} which can cover all elements of the   U .  

The set covering of wireless sensor network is in certain 
extent similar to the CSO technology, and both are based on 
the purpose of the minimum set covering the same points. 
However, after the CSO are used as set covering, the steps 
differ from wireless sensor networks. First, in the CSO prob-
lem, the base station capacity is an important constraint, but 
in a wireless sensor network the data transfer rate is low, so 
the base station capacity constraint does not exist. Then the 
point is the model of covering. Coverage area of a wireless 
sensor network is assumed to be circular area [10], but in the 
CSO problem due to obstacles, reflection and diffraction and 
other factors leads to the shadowing effect, so its coverage 
area is not circular area. 

The last point is the requirement of energy-saving. Be-
cause of wireless sensor networks’ energy scarcity, it must 
be energy-efficient, while the cellular network is able to car-
ry out energy-saving better. 

CSO can be modeled as 
  
(U ,S ,1)  set covering term in (1), 

and  U is the user’s equipment set(UEs) in the network,  S is 

the UE subset affiliated to the same base station, and ‘1’ is 
unweighted set covering problem 
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(2) is capacity constraint, it means that subset UE, cov-
ered by base station 

 
j , is contained in the services set 

 
S

j
, 

which avoid the exceeding of the bandwidth 
 
W

j
; (3) is the 

demand ed segmentation probability. In CSO approach, all 
UE needs to be satisfied by a single base station, which is 
called the indivisible needs. (4) is the type of demand. For 
the limited capacity set cover, UE  i  requires the same re-
quirements 

 
b

i
 for all base stations. However, in the cellular 

network, the UEi’s needs is the bandwidth requirement, with 
different services provided in different base stations, which 
will be referred as differentiated demand. Thus, notation 

 
b

ij
 

is used to distinguish different bandwidth requirements for 
each base station. Although there are a variety of algorithms 

Table 1. Symbols and meanings. 

Symbols Meanings 

jy  If the base station
 
j  is active, its volume is 1 

 
x
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 If UE i  and the base station 

 
j  is conneted, its volume is 1 

  
X = [x

ij
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 UE sets which are covered by a base station 
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 UE sets which are served by a base station 
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 UE sets which may be served by a base station 
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 V  Sets which are connected/served 

 L  Active base stations sets 
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can solve the capacity-constrained set covering problem 
[11], but these algorithms are targeted, which does not apply 
to the different needs of the scene. 

3. ALGORITHM IN THIS PAPER 

This paper proposes a dual-stage centralized algorithm. 
Algorithm 1 set of services in the first stage is responsible 
for determining implementation of the constraint (2). To 
determine the set of base stations 

 
j ’s services 

 
S

j
, UE in 

 
M

j
has to be added into 

 
S

j
 first, and added new UE to the 

minimum 
  
b

i* j
 requirement UE  i * , then fill the base band-

width 
 
W

j
 randomly. 

The algorithm stops until the services set 
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}  is gotten, and m is the number of bases 

sations. 

Algorithm 1：Determining the set of services 
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4： while 
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6： if 
  
Z + b
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<W

j
 then 

7： 
  
Z ! Z + b

i* j
 

8： 
  
S

j
! S

j
"{i*}  

9： else 

10： stop while recyle 

11: end 

12： end 

13: end 

14：end 

15：return S  

In the second stage, the main content is Algorithm 2. Its 
input is the service set  S  from Algorithm 1. At the begin-
ning of the algorithm, it is assumed that all base stations are 
closed, and all the UEs are not connected. At each iteration, 
the algorithm selects the base station 

  
j *  to be enabled. The 

base station’s selected sequence (base order) has a signifi-
cant impact for future base closing decisions. It is common 

to select one based on its current load. However, the closing 
station and the base station depends on the load itself and the 
channel quality, available bandwidth of the neighbor base 
stations with other base stations between the UE and other 
factors. Therefore, we study 3 different base station sequenc-
ing methods, and analyze their impact on the final number of 
closing base stations. Base station selecting step of the algo-
rithm, is in 6-16 of Algorithm 2. In addition, three kinds of 
base sequencing methods are as follows: 

(1) Maximum load: In this case, the base station to be se-
lected is the highest load station. It is common to do this in 
many literatures. 

(2) Maximum Users: At this point, select the next station 
which is receiving its services, and not connected with max-
imum UE number. 

(3) Maximum Center: In this case, the base station se-
lected is the center with maximum number of UE (and good 
channel quality UE). The guideline emphasizes the optimum 
choice of channel quality containing the maximum number 
of UE. If the channel duality of base stations is superior, it 
means that the channel is not good as other base stations, and 
therefore it requires relatively more resources to meet re-
quirements. If 

 
w

ij
! w

th
, the center UE of

 
j  is UE i , and 
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th
 

is the spectral efficiency of center UE, which is supposed to 
be 10 bps/Hz. 

After selecting the open base station
  
j * , its all service 

set
  
{S

j*
}  join UE set

  
V ,  and new distribution matrix X  is 

assigned. At each iteration, the service set is updated accord-
ing to the updated  V and  X calling Algorithm 1. When all 
UE connections terminate algorithms, the collection station 
will remain active, and all other base stations are closed. 

 

Algorithm 2：Greedy add 
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M

j
, X , B,!  
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1
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n
}，set of all UE 

output：
  
L, X  

1：
 
L !" ，active base stations  

2：
 
V !"，set of base stations connected to  

3：while  V !U  do 

4： call Algorithm1，get services set S  

5： switch sequence method do 

6： case Maximum load 

7: look for
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8： end 

9: case Maximum Users 
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11： end 

12： case Maximum Center 

13： 
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14： look for 
  
j* = argmax
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T
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15： end 

16： endsw 

17： 
  
L ! L"{ j*}  

18： 
  
V !V "{S

j*
}  

19： update X  

20：end 

21：return ,L X  

4. EXPERIMENT SIMULATIONS 

Analyze downlink of cellular network containing the 
omni-directional antenna pattern, which is with 100 base 
stations. Experiment is done according to the literature [12] 
assessment criteria, which is through simulating small base 
(UMi) stations to represent a small base station environment. 
Due to the presence of buildings in UMi scene, the next line 
of sight (LOS) signal is not the common path of this envi-
ronment. The path loss is calculated based on probability of 
two path loss model and various models: LOS model and 
non-LOS model. The frequency reuse is 1, which means 

each base station uses the entire spectrum. Table 2 shows the 
simulation necessary parameters. The distance between the 
stations (stations scale) and transmission power value are 
corresponding to a small base station. And the requirements 
of each base station’s rate and UE number are set for lowing 
network load, and this is a typical scenario CSO technology. 

We assume that in the simulation covering set of each 
base station includes all areas of the UE. Because the base 
station deployment is dense under UMi scenarios, this is a 
reasonable assumption. In order to reduce the difficulty of 
the problem, we assume that the interference between base 
stations (ICI) is controlled through interference management 
techniques. Considering the ICI, the expansion algorithm is 
also very simple, the results of the algorithm is essentially 
very similar to Fig. (1 and 2). Therefore, the spectral effi-
ciency

  
(w

ij
)  is calculated according to the 

 
SNR

ij
between the 

UE i  and the base station
 
j  with (4).  

  
w

ij
= log

2
(1+ SNR

ij
)  (5) 

This algorithm belongs to centralized algorithm, then all 
base stations and a central entity (cloud) are connected, and 
the entity contains all global information of all UE and all 
base stations’ SINR. Simulation runs 100 times. In each run, 
UE in region is random discarded. The average number of 
the base station is closed to take the mean of the simulation  
100 times. Energy saving effect and the number of the closed 
base station is linearly proportional relationship, because 
there is no data transmission will consume large amounts of 
energy, the energy used to transmit data may be ignored. In 
the deployment of base stations 100, energy ratio is equal to 

Table 2. Simulation parameters. 

Cellular networks distribution Box  

Distance between base stations 200 m 

Antenna Pattern omnidirectional 

emission power 41 dBm 

Bandwidth 10 MHz 

carrier frequency 
  
( f

c
)  2.5 GHz 

UE distribution stochastic Uniform 

Probability of interior UE 50% 

User number of each base station 5, 10, 15, 20, 25 

Rate request 
 
r

i
 500 kpbs 

UEnoise coefficient 5 dB 

Noise figure -174 dBm/Hz 

Shadowing effect standard deviation of LOS 4 dB 

Shadowing effect standard deviation of NLOS 6 dB 

Flow pattern Total queue 
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the closed base station number, it means if 30 base stations 
are closed, the corresponding energy saving effect is 30%. 

The comparing the results of the proposed algorithm and 
the literature [6] greedy-drop baseline algorithm is shown in 
Fig. (1). The X-axis represents the UE number of each base 
station, Y-axis represents the energy-saving effect. For fair 
comparison, we use the same maximum load sequencing 
criteria according to the load to run the two algorithms. 
When the UE number of each base station is small, such as 
only five UE, the performance is slightly better than the 
benchmark algorithm. However, when the number of each  
 

base station UE goes to 10 or more, the performance of the 
proposed algorithm is superior to the benchmark algorithm, 
when the UE number of base stations is 25, this algorithm is 
higher 20% more energy savings. The reason to achieve such 
performance is that the greedy-add strategy with respect to 
the greedy-drop obtains a performance advantage. For the 
greedy-drop method, before the station is closed, its UE 
needs to be handed over. This may cause that the bandwidth 
application rate of the other base station can not be 100%. 
Therefore, the focus at this time is trying to remove the base 
station’s load rather than to maximize the load section in the 
base station. On the other hand, before the station opens, the  
 

 
Fig. (1). Energy performance of maximum load sequencing criteria and algorithm [6] baseline algorithm.  

 

 
Fig. (2). Energy-saving effect of base stations on different sequencing criteria. 
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greedy-add method will make the largest base load so that 
the load of all base stations gets together. When using this 
greedy-add algorithm to maximize the practice of this base 
load, it can increase the number of base stations to be closed. 

Fig. (2) shows the effect of using three kinds of energy-
saving sequencing criteria. It is obvious that what sequenc-
ing criteria is chosen have a significant impact on the energy 
savings. Regardless of the amount of each base station UE, 
the maximum load and maximum center criteria are relative-
ly close to the performance. However, the largest user of 
energy efficiency criteria for performance is superior to the 

other two criteria. Regardless of the amount of each base 
station UE, the performance difference is always at about 
5%. The reason for this difference in performance as fol-
lows: in the maximum user criteria, the UE according to the 
number of base stations may serve to determine a next base 
station to be opened. However, for the maximum load crite-
ria, the selection process is based on the current load of the 
base station, and does not consider the contribution of UE 
which is not connected to make a. In the latter case, the select-
ed base station may not be optimal because it dose not make a 
greater contribution for the UE which is not connected. 

 
(a) Initial UE- base station distribution 

 
(b) UE based on maximum load- base station distribution 

 
(c) UE based on maximum users- base station distribution 

Fig. (3). Effect of UE- base station distribution sequencing criteria, in which case each base station has five UE. 
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In Fig. (3) each base station has five UE, influence of se-
quencing criteria on closing procedure and UE-base station 
distribution method can be seen. Fig. (3a) shows initial UE- 
base distribution which is before running the CSO. Fig. (3b) 
and 3c show the difference of UE- the difference between 
the base station distribution method. As can be seen from 
Fig. (3), the concentration of traffic conditions and the open-
ing set of base stations are largely dependent on the base 
station sequencing criteria. 

CONCLUSION 

The CSO method can effectively save energy by close 
part of the base stations of cellular networks. Most current 
CSO deployment algorithm closes the base station based on 
the current load. However, the step of closing base station 
will be influence by (base sequencing) effects.Therefore, we 
studied three different sequencing criteria in this article, and 
compared their impact on the overall energy savings. Simu-
lation results show that the criterion, which is according to 
the number of UE the base station can serve, is superior to 
other criteria. In addition, we treat the CSO method as a set 
covering problems. Based on this representation, we propose 
a greedy-add algorithm CSO methods. It proved that when 
the amount of each base station UE is more, this algorithm is 
superior to Cell-Zooming reference improved algorithms. 
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