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Abstract: This paper discusses the reliable guaranteed cost control problem of networked control systems with time-
varying sampling period and actuator failures for a given quadratic cost function. For linear time-invariant controlled 
plant, we assume that the time delay is constant and shorter than the sampling period, the sampling is time-varying within 
a certain known bound, the system is transformed into a time-varying discrete time system, and where the time-varying 
sampling period parts are considered as norm bounded uncertainties of the structure parameter. Based on the linear matrix 
inequality (LMI) method, we have derived a sufficient condition for the existence of a reliable guaranteed cost controller. 
Furthermore, we have also designed a convex optimization problem with LMI for optimal reliable guaranteed cost con-
troller which can decrease the upper bound of the closed-loop system cost. A numerical example is given to illustrate the 
proposed method. 
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1. INTRODUCTION 

Recently, owing to the expansion of physical setups and 
functionality, networked control systems (NCSs) have been 
introduced into the design of control systems. NCSs are dis-
tributed control systems in which sensors, actuators, and 
controllers are interconnected through communication net-
works. The use of NCSs have rapidly increased in the indus-
trial sector because of its low cost, flexibility, and a smaller 
amount of wiring. Therefore, researchers are paying greater 
attention to the study of NCSs [1, 2]. As we know that the 
sampling data and controller signals are communicated 
through a network, the delays and data dropouts in the NCSs 
are almost inevitable. The network-induced delays may be 
constant, time-varying, or even random for the NCSs with 
different scheduling protocols. In the recent past, several 
researchers have investigated the stability analysis and stabi-
lization controller design for NCSs when the effects of net-
work-induced delay and/or data dropout are taken into ac-
count [3-6]. 

Several papers have been published by leading research-
ers who have studied the problem of varying sampling peri-
od of networked control systems [7, 8]. In case of the NCSs, 
the system performance is better when the sampling period is 
shorter. However, there is a possibility of network conges-
tion if the sampling period is short. Wang and Yang [8] use 
the novel active-varying sampling period method to elimi-
nate the possibility of packet disordering, which significantly 
streamlines the design and analysis of NCSs, and ensures the 
appropriate use of bandwidth when the network is idle. The  
 
 

conditions of robust stability of the NCSs with stochastic 
disturbance are given in [9], and Gao et al. [10] transforms 
the stochastic sampling system into a continuous time-delay 
system, and study the robust H∞  control problem. [11] de-
signs the nonstatic observer and state controller with no con-
siderations of the disturbance and noise, and discusses the 
application condition of the separation principle. Liu et al. 
[12] use the dynamic interval principle to design the corre-
sponding controller, but the proposed algorithm is compli-
cated and needs great amount of computation. M. Izak et al. 
have studied the stability and control related problems with 
uncertain and time-varying sampling period and time-delay 
[13]. In the discretized system description, uncertain and 
time-varying sampling period and delays are converted into 
polytopic and additive norm-bounded uncertainties. Y. Xu  
et al. have modeled the random sampling measurement pro-
cess caused by the time-varying channel load as a Markov 
chain [14], which is an event-driven transmitter mainly de-
pending on the measurement sampling period introduced for 
transmitting the control signal. 

The optimal control for nonlinear and/or time-delay sys-
tems is one of the most active subjects in control theory. Be-
sides the simplest cases, the optimal state feedback control 
problems do not exist analytical solutions for quadratic cost 
functional of nonlinear and/or time-delay systems. G.-Y. 
Tang has proposed the successive approximation approach 
(SAA) designing optimal controllers for kind of nonlinear 
systems with a quadratic performance index [15, 16]. By 
applying the SAA, the nonlinear optimal control system is 
converted into a series of nonhomogeneous linear two-point 
boundary value (TPBV) problems. The optimal control law 
consists of an accurate linear feedback term and a nonlinear 
compensation term which is the limit of an adjoint vector 
sequence. 
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The problem of designing robust controllers for systems 
with parameter uncertainties has attracted significant atten-
tion in recent control system literature [17-20]. It has also 
been suggested to design a stable control system which also 
guarantees a satisfactory level of performance. One approach 
to this problem is the so-called guaranteed cost control ap-
proach first introduced by Chang and Peng [21]. This meth-
od has the benefit of providing the upper bound on a defined 
performance index and therefore the degradation in the sys-
tem performance incurred by the uncertainties are confirmed 
to be smaller than this bound. Some important results have 
been proposed for the continuous-time case [22, 23] and for 
the discrete-time case [24] based on the above mentioned 
studies. 

Actuators play an important role in relaying the control-
ler output to the plant. Actuator failures may be encountered 
sometimes. Furthermore, how to preserve the closed-loop 
system performance in the case of actuator failures will be 
tougher and more meaningful. Efforts have been put in to 
solve the problem related to reliable guaranteed cost control-
ler design which have produced some good results for the 
continuous-time case [25] and the discrete-time case [26]. 
However there are very few results reported in the available 
literature on the reliable guaranteed cost controller design of 
nonlinear discrete-time systems with time-varying state de-
lay and actuator failure. 

There are a number of patents considering the problem of 
networked control systems in the last a few years. Patent US 
8,611,220, titled “Network system, controller, and network 
control method” [27], provides when an appliance, which 
has a packet discard function, discards a packet, transmits 
packet discard information as information related to the dis-
carded packet to a controller. A controller performs a 
switch control process in response to the packet discard in-
formation. In the control process, the controller selects a 
target switch from the network, creates entry setting infor-
mation for instructing the target switch to create an entry 
such that a packet belonging to the same flow as the discard-
ed packet is discarded, and transmits the created entry setting 
information to the target switch. The target switch sets an 
entry in its own flow table in response to the entry setting 
information transmitted from the controller. In Patent US 
8,422,359, titled “Communication network control sys-
tem and control method” [28]. A case of failure of fabric 
management mechanism has been reported nodes resumed 
data I/O communications without deteriorating performance 
and without changing the data I/O communication path be-
tween the nodes by switching control to other of the fabric 
management mechanisms. The fabric management mecha-
nisms share management information with each other. When 
a failure occurs in either of the fabric management mecha-
nisms, an E_Node that belongs to the domain, in which a 
failure has occurred, logs into a normal fabric management 
mechanism via a newly created management-use communi-
cation path. The normal fabric management mechanism allo-
cates an N_Port_ID on the basis of a virtual FC domain 
number that has been allocated to a switch. In Patent US 
8,218,547, titled “Networked control system using logical 
addresses” [29], networked control systems and methods 
include a plurality of devices connected to a network are 
included. At least one device has a logical address that in-

cludes a device type and a device location in an environment 
of the device in a user readable and understandable format, 
such as English or other languages. The system further in-
cludes a processor connectable to the network and config-
ured to execute control logic using the logical addresses. A 
memory is provided for storing a mapping from the logical 
address to a physical network address of the device. In Pa-
tent US 8,335,156, titled “Network connection control sys-
tem” [30], a network connection control system is provided 
with: a relay device that relays communication in a commu-
nication network; and a communication terminal that per-
forms communication via the relay device. The relay device 
has a network information transmission section, which is 
information about the communication network. The commu-
nication terminal has: a lower communication section that 
performs communication via the relay device; 
a network information receiving section that receives 
the network information via the lower communication sec-
tion; a higher communication section that performs inter-
higher-section communication via the lower communication 
section, with another higher communication section in an-
other communication terminal; a judgment result acquisition 
section that acquires a judgment result based on the received 
network information, about whether or not to permit the in-
ter-higher-section communication; and a communication 
control section that inhibits the inter-higher-section commu-
nication until a judgment result that the inter-higher-section 
communication is to be permitted is acquired. In Patent US 
8,477,601, titled “Network management station, network 
control system, and network management method” [31], the 
present invention enables dynamic route switching according 
to link quality, while maintaining the quality of a plurality of 
routes. According to quality information received from a 
second network control entity, if the control unit of a net-
work management station has determined that the quality of 
communication over a particular link has degraded, the con-
trol unit assigns a link whose current throughput satisfies a 
bandwidth required for a service defined in the service con-
tract and whose response time satisfies minimum response 
time defined in the service contract to each service in de-
scending order of priority. In Patent US 8,396,060, titled 
“Network control system” [32], a network control system for 
packet-transmitting a manipulated variable (MV), calculated 
from a deviation between a variable from a sensor measuring 
a physical quantity of a controlled object plant and a set val-
ue at a known sampling period, to an actuator provided on 
the plant side via a network, and causing the actuator to pro-
vide the MV to the plant. The system includes: an MV com-
plementing unit that provides a complementary value of the 
MV to the actuator when an error occurs in a packet trans-
mission; an MV buffering unit that answers back trend data 
of the MV provided to the plant from the actuator or the 
complementary value being complemented by the MV com-
pensating unit for the actuator, to the controller via 
the network; and an MV compensating unit that corrects a 
calculation of the MV of the controller based on the trend 
data or the complementary value being answered. In Patent 
US 8,447,334, titled “Network control device and net-
work control method” [33], as a network control device 
which controls a call connection between a calling party ter-
minal and a called party terminal, a network control device 
determines whether the own network control device is in a 
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congestion state when a handover request is acquired from 
another network control device which is in the congestion 
state, and stops transmitting a busy tone to a mobile terminal 
which is the calling party terminal and transmits a ring back 
tone to the mobile terminal when it is determined that the 
own network control device is not in the congestion state. 

In section 2 of this paper, we assume that for linear time-
invariant controlled plant the time delay is constant and 
shorter than the sampling period, the sampling is time-
varying during a definite known bound, the system is trans-
formed into a time-varying discrete time system in which the 
time-varying sampling periods are treated as norm bounded 
uncertainties of the structure parameter. In section 3, based 
on the linear matrix inequality (LMI) method, a suitable 
condition for the presence of reliable guaranteed cost con-
trollers is derived. In addition, we formulate a convex opti-
mization problem with LMI constraints for designing opti-
mal reliable guaranteed cost controller which reduces the 
upper bound of the closed-loop system cost. We have pro-
posed the reduction algorithms for decreasing the required 
amount of LMIs needed for stability analysis. In section 4, 
the control design and the reduction algorithm are illustrated 
by an example.  

2. PROBLEM STATEMENT 

Consider the following networked control system 
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 Discretizing the system according to the sampling period 
kh , the discrete system is obtained as follows: 
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Introducing the augmented vector 
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ϕ  is some real constant. 
Then we get the discrete system of system (1) as  

   

z(k +1) = ( A
0
+ DF

k
E

1
)z(k)+ (B

0
+ DF

k
E

2
)u(k)

            ! Az(k)+ Bu(k)

y(k) = Cz(k)

!

"
##

$
#
#  

(6) 

where  

  
A = A

0
+ DF

k
E

1
,  

  
B = B

0
+ DF

k
E

2
, 

  

C = C
c

0!
"

#
$

. 

To determine ϕ , the following lemmas are given. 
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Associated with this system is the cost function 
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where Q  and R  are given positive-definite matrices. 

For the control input ( )iu k , 
   i = 1,2,!,m , let ( )F

iu k  de-
note the signal from the actuator that has failed. The follow-
ing failure model is adopted in this paper: 
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α  is said to be admissible if α  satisfies 
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From (11) and (12), we define 
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Definition 1. A control law ( ) ( )u k Kz k=  is said to be a 
reliable guaranteed cost control law associated with a cost 
matrix 0P >  for system (1) and cost function (8) , if the fol-
lowing matrix inequality 
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Lemma 3 [34]. Given matricesY , H , E  of appropriate 
dimensions and with Y  symmetric, then for all F  satisfying 

TF F I≤  and  

  Y + HFE + E
T
F

T
H

T
< 0 ,  

if and only if there exists 0ε >  such that 

  Y + !HH
T
+ !

"1
E

T
E < 0 . 

3. MAIN RESULTS 
The following theorem gives the reliable guaranteed cost 

controller for systems (1) and (8). 
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where ( )∗  denotes the symmetric element of a matrix, and 
the feedback gain matrix K is given by 

  K = YX
!1 , (18) 

moreover, the corresponding closed-loop cost function satis-
fies  

  
J ! z

0

T
Pz

0  (19) 

Proof. Define Lyapunov function  
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By (14), (15) and (20), and using the inequality 
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Thus, the inequality (20) is true if the following inequali-
ty  
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(21) 

holds. Pre- and post-multiplying the left-hand side matrix in 
(21) by the matrix  

  
diag I ,  I ,  P-1{ } ,  

respectively, it follows that the matrix inequality (21) is 
equivalent to  
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Define 1X P−= , 1Y KP−= , using the Schur complement, 
we can get 
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for T
k kF F I≤ , there exists a scalar 0γ > , such that 
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Using the Schur complement again, we can get  
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Using the Schur complement again, (17) is obtained. The 
proof is complete. 

Based on Theorem 2, the problem in design of the opti-
mal reliable guaranteed cost controller can be structured by 
resolving a certain optimization problem as following. 

Theorem 3. Consider the system (1) with cost function 
(8), if the following optimization problem 
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has a solution γ , ζ , 0R , X , Y , then  
1( ) ( )u k YX z k−=   

is the optimal reliable guaranteed cost controller. 

Proof. It is proven by the Schur complement that the 
constraint condition (2) in the (23) is equivalent to 
T 1
0 0z X z ζ− < . We get the result of the theorem from Theorem 

2. 

4. SIMULATION 

For the NCS  
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We take the time-varying part of the sampling period as 
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max %1( ) . It is as-

sumed that the input to the system has partial failure as fol-
lows:
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! = 1.25 . For the 
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choose 3.1ϕ = , the corresponding optimal reliable guaran-
teed cost controller is 

  
u(k) = !0.8527 !6.6814 !0.3958"

#
$
% z(k) ,  

the associated upper bound over the closed-loop cost func-
tion is * 91.5973J = . 

CONCLUSION 

For linear time-invariant controlled plant, under the as-
sumption that the time delay is constant and shorter than the 
sampling period, the sampling is time-varying within a cer-
tain known bound, the system is transformed into a time-
varying discrete time system, where the time-varying sam-
pling period parts are treated as norm bounded uncertainties 
of the structure parameter. We have derived a sufficient con-
dition for the existence of reliable guaranteed cost controllers 
by applying the linear matrix inequality (LMI) approach. 
Moreover, we have formulated a convex optimization prob-
lem with LMI constraints for designing the optimal reliable 
guaranteed cost controller which decreases the upper bound 
of the closed-loop system cost. We have proposed the reduc-
tion algorithms for decreasing the required amount of LMIs 
needed for stability analysis. 
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