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Abstract: In real life there are many incomplete information system, However, the traditional rough set theory is not sui-
table for incomplete information system. A lot of extension of the rough sets theory have been proposed based on this. In 
these theories, the handling of null value or missing values is the key problem. In this paper a new valued tolerance and a 
concept of Tolerance Degree Vector are put forward at first; moreover a new incomplete data filling approach which ba-
sed on new valued tolerance and tolerance degree vector(for short “NVT-TDV”) is proposed. Subsequently, two series of 
experiments have been carried out, one was compared the classification accuracy with other extended rough set model, the 
other was the data filling accuracy test based on Waikato Environment for Knowledge Analysis platform . The experi-
mental results show that it can be adopted as a pre-processing method in data mining. 
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1. INTRODUCTION 

In our daily life there are various reasons lead to incom-
plete information system(IIS), such as the errors of data 
measuring, the limitations of acquiring data, some human 
factors, etc. For example, on the hospital information, the 
attributes are some clinical examinations and not all the ex-
amination results can be got, it leads to lots of null value of 
medical data. However the traditional rough set theory de-
veloped by Professor Pawlak which aimed at the complete 
information system, is not suitable to handle incomplete in-
formation system. Therefore, in recent years, many scholars 
and experts focus on how to manage incomplete information. 
At present, According to documents [1-16] acknowledged 
there are two methods to deal with incomplete information 
systems. 

One is the direct method, model extension have put for-
ward to deal with the incomplete information systems in 
rough set theory. Now a lot of generalized rough set models 
have been proposed. For example, Kryszkiewicz’s tolerance 
relation [1], Stefanowski’s non-symmetric similarity relation 
[2], and Guoyin Wang’s limited tolerance relation [3], val-
ued tolerance relation [4], On this basis, many other im-
proved methods have proposed [5-15]. Compared with the 
other extension models, the valued tolerance relation has the 
following advantages. Firstly, it is based on the tolerance 
degree for judging the similarity between objects; Secondly, 
according to different incomplete information systems (IIS), 
 
 

a pre-given threshold can be adjusted to determine the simi-
larity between two objects. The disadvantage of valued tol-
erance relation is that a given threshold is difficult to deter-
mine. In recent years there are some research papers around 
the valued toleration relation, in article [7], an improved 
method to calculate the tolerance degree of two objects more 
objective is given; in article [8], the author puts forward a 
new calculation method of tolerance degree and the auto 
selection method of threshold which do not require any prior 
domain knowledge ;the objective calculation method of tol-
erance degree is not only founded on the basis of the statisti-
cal characteristics of attribute values in IIS, but also consid-
ers the effect of the number of known and same attribute 
values between objects. 

The other is the indirect approach, it is called pretreat-
ment of data, incomplete information system can be com-
pleted through data filling or deleting missing value. For 
example, using Bayesian model to fill the null value needs to 
know the probability density; using evidence theory requires 
evidence functions. In Paper [16], missing data are filled 
using indiscernibility relation of rough set (RS) , through the 
experiments demonstrate its effectiveness, but the complexi-
ty of computing discernibility matrix for vast data set is high. 

In this paper, aiming at the defects of valued tolerance re-
lation, a new valued tolerance relation is proposed at first, It 
can select the threshold value according to the characteristics 
of data set. In determining the tolerance relation between 
objects, consider the completeness of the object and whether 
the decision value are same. Then it is applied to the filling 
process and decision table rule derivation of incomplete data. 
In section 2,a new valued tolerance relation is defined;  
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In section 3, an improved algorithm of data filling for IIS is 
presented; In section 4, some of the algorithm accuracy test-
ing has been done and the results of test are discussed. Con-
clusions are given in the last section. 

2. A NEW VALUED TOLERATION RELATION FOR 
INCOMPLETE INFORMATION SYSTEM 

 In this section, some related concepts of valued tolerance 
relation will be first introduced, and then a new valued toler-
ation relation based on rough set will be put forward. 

Let   be an information sys-

tem(IS),Where  is a set of objects, it 
is a non-empty finite set of objects, called the universe, 

 is a set of attributes.  as the condition attrib-
ute set,  as the decision attribute set. If some attribute 
values are unknown, the IS is IIS(incomplete information 
system), otherwise it is complete information system(CIS).  
In IIS, the unknown attribute value is denoted by ”*”. In 

article [8],  the probability  that  is similar to  
on [8]. 

 (1)
 

In the formula, , ,

, , where  is 

all possible known values of b, and  denotes the cardi-

nality of the set ，For any ，

the probability that  is： .

 is similar to  on  is  shown  as  the probability 
[8]; 

  
P

B
(x, y) = p

{b}b!B" (x, y)  (2) 

The selection of threshold is a key problem for valued 
tolerance relation, For different data sets, using a compro-
mise approach to select the threshold, the average toleration 
degree was chosen as the threshold of each data set. Next, we 
give the definition . 

Definition 1：The average value of toleration degree is 

defined as ，  are two arbitrary  objects 
in ， ;  is cardinality of the set .    
 

 

represents  permutation and combination , it shows that se-
lect any two from objects. 

Definition 2: suppose  is a in-
complete information system( IIS )， In the subset  
,The completeness of the object is defined as:

, In the formula: 
,  represents the cardi-

nality of  set, Then the completeness of IIS  in the  is 
defined as follows 

  

!
B
= !

B
(x

i
)/ |U |
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"  

For the purpose of acquiring potential and usable rules 
from the decision table, it should keep the initial decision 
table’s features, and potential laws as possible. So for the 
incomplete decision table, objects with the same values on 
condition attributes are same as values on decision attributes 
as possible. That is to say we should keep the consistence of 
the decision table. So in the following definition, we consid-
er whether the decision value are same. 

Definition 3：New Valued Tolerance relation 

  
IIS =<U ,C ! D,V , f > ，  

 
B ! C ,  !b"B , New Valued 

Tolerance relation is defined as  

   

NVT
B

!
={(x, y)"U #U | (P

B
(x, y) > !)
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% (x)+ % ( y)

2
& %

B
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I

U
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Definition 4：New valued tolerance class： 

  
NVT

B

! (x) ={y | (x, y)"NVT
B

! , y "U}  (4) 

Definition 5: 
  
IIS =<U ,C ! D,V , f >， if 

 
x

i
!U  , then 

the missing attribute set 
  
MAS(x

i
)  of object ix , missing 

object set MOS of IIS are defined as: 

  
MAS(x

i
) ={k | a

k
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i
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t
!" ,t = 1,2,...,n}  

Definition 6: Let S be an incomplete information system 
in which 

 
!B " C , then  !X "U ,the lower approximation 

and upper lower approximation of  X  in terms of 
 
NVT

B

!  are 

denoted by 
  
NVT

B

! ( X )  and 
  
NVT

B

! ( X ) , respectively, where, 

  
NVT

B

!
={x "U : NVT

B

! (x)# X} ;

  
NVT

B

! (x) ={x "U : NVT
B

! (x)# X $%}  
 

 

>∪=< fVDCUS ,,,
},...,,{ 21 UuuuU =

DCA ∪= C
D

),(}{ yxPb x y
b

⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎨

⎧

=∧=

=∧=∨=∧=

≠∧≠∧≠
≠∧≠∧=

=

∑ ∑

∑

= =

=

*)(*)()/(

))(*)((*))()((/

*)(*)()()(0
*)(*)()()(1

),(

1 1

2

1
}{

ybxbkk

bybxbybbxbkk

ybxbybxb
ybxbybxb

yxP
m

i

m

j

j
b

i
b

ii

m

j

j
b

i
bb

>∪=< fVDCUIIS ,,, CB ⊆

Bb∈∃ },,{ 2
2

1
1'

m
m
bbbb bkbkbkV = mbbb ,, 21

i
bk

})(|{ ibxbUx =∈ Ux∈

ibxb =)( )/( 21 m
bbb

i
b kkkk +++ 

x y B
),( yxPB

2

),(

U

B

C
yxP∑=λ yx,

U Uyx ∈, U U 2
UC

U

>∪=< fVDCUS ,,,
CB ⊆

Uxi ∈
||/|)(|)( BxTx iiB =γ

*})(|{)( ≠∧∈= ii xbBbbxT || B
B B



1458    The Open Automation and Control Systems Journal, 2014, Volume 6 Ping et al. 

Definition 7: Toleration degree vector 

>∪=< fVDCUIIS ,,, ，
 
B ! C ，

  
!x, y "U , 

 

  
b

i
!B(i = 1,2,...n) ,

 
n = B , 

the toleration degree vector of objects  x  , 
 
y  on is de-

fined:  

   
V

B
(x, y) = (P

b1
(x, y), P

b2
(x, y),!P

bn
(x, y))  (5) 

Definition 8: norm of Toleration degree vector 

  
IIS =<U ,C ! D,V , f >，

 
B ! C，

  
!x, y "U , norm of tolera-

tion degree vector is defined as: 

  
!

B
(x, y) = P

b1

2(x, y)+ P
b2

2(x, y)+ ...+ P
bn

2(x, y)  (6) 

3. A NEW INCOMPLETE DATA ANALYSIS AP-
PROACH BASED ON ROUGH SET 

Based on the above description, we next discuss a data 
filling method according to incomplete decision table.  

Algorithm 1：a completed method based on New Valued 
Tolerance relation (NVT) 

Input: Incomplete decision table 

  
S 0

=<U ,C ! D,V , f 0
>  

Output: Complete information table 

Step 1: for 
  
S 0

=<U ,C ! D,V 0
, f 0

> ， compute the 

  MOS
0 ; 

Step 2: Aiming at the object which have missing values, 
calculate the tolerance class. 

 for 
  
x !MOS

0  DO 

compute 
  
NVT

B

! (x ) ={y | (x, y)"NVT
B

! , y "U} .  
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Step 3: Filling missing values in incomplete information 

system.  

 for 
  
x

i
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0  DO 

compute 
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i
) , based on , 

  
b

k
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Initialization: r=0;  
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B
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i
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{(1) In the object sets which are compatible with 
 
x

i
, 

Look for the pair who have the Maximum tolerance degree 
or have the Maximum completeness degree.  
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 (2) Filling the missing data. 
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B
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}  ; 

r++; 
} 
Else  

{
  
MOS = MOS !{x

i
};  

break;}// Exit the loop 
}//end while 
  
Through the above analysis, if there are still missing val-

ues in the information system, combination completeness 
approach(Algorithm 2) is adopted for further process. 

Algorithm 2: Completeness approach based on norm of 
Toleration degree vector (TDV) 

Input: 
 
x

i
!MOS ;

 
MOS !" ;

  
SIM (x

i
) =! ;

 
B ! C ;

  
1! i ! MOS ; 

Output: 
  
x

i

'  

for 
 
x

i
!MOS  do 

 { step1: find the object which decision value is equal 
that of 

 
x

i
; 
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y

j
!U  do //
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i
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j
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i
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i
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 Step2: choose the object z  whose norm of Toleration 
degree vector is the maximum  
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z

t
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Compute 
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}//end for 
Step3: The filling process 
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1
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r=0; 

While 
  
(TR !" )  

{Find 
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i
) !" ) ){ 

  
TR = TR !{"

max
};  

 r++; 
 Else break; 
}//end while 

4. EXPERIMENTS AND RESULT ANALYSIS 

4.1. Experiment 1: The Test of Classification Accuracy 
about New Valued Tolerance Relation 

For New Valued Tolerance relation, we compared its 
classification accuracy with that of tolerance relation, limited 
tolerance relation, statistical valued tolerance relation.  
Statistical valued tolerance relation is defined by the formu-
las (1),(2),(7) 

  
VT

B

!
={< x, y >"U

2 | P
B
(x, y) # !}$ I

U
 (7) 

limited tolerance relation is defined by formula (8). 

  

L(x, y) ={(x, y)!U "U |

#a !C(a(x) = a( y) = *)$

[ p(x)% p( y) &' (#a !C((a(x) & *)

((a( y) & *)) a(x) = a( y)))]

p(x) ={a !C | a(x) & *}

 (8) 

In our experiments, five complete data sets (Balance, 
Tic-Tac-Toe, Chess, Car, Promoters,)in UCI have been used. 
For each data set, randomly selected from 5%, 10%, 30% 
data for missing values, so 15 incomplete data sets (Balance-
5%, Balance-10%, Balance-30%, Tic-Tac-Toe-5%, Tic-Tac-
Toe-10%, Tic-Tac-Toe-30%, Chess-5%, Chess-10%, Chess-
30%, Car-5%, Car-10%, Car-30%, Promoters-5%, Promoters 
-10%, Promoters -30%) have been got. 

We use the definition of classification accuracy in paper 
[8]. 
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If R is symmetric, use formula (9) to compute 
 
µ

R
, else 

use formula (10) to compute 
 
µ

R
. 

The experiment results are shown in Table 2, where TR, 
LTR, SVT, NDVT denote respectively tolerance relation, 
limited tolerance relation, statistical valued tolerance relation 
and new valued tolerance relation. 

From Table 2, we can see that the classification accuracy 
of NVT is obviously higher than that of TR and LTR. When 
the missing data rate is lower than 30%, the classification of 
NVT is higher than that of SVT; while the missing data rate 
is higher than 30%, the classification of SVT is slightly bet-
ter than NVT.  
  

Table 1. Five complete data sets in UCI.s 

Data Sets No. of Objects No.of Condition Attributes No. of Decision Attributes 

Balance 625 4 1 

Car 1728 6 1 

Chess 3196 36 1 

Promoters 106 58 1 

Tic-Tac-Toe 958 9 1 
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Table 2. Classification accuracies of four generalized indiscernibility relations. 

Data Sets TR LTR SVT(0.05) SVT(0.1) NVT 

Balance-5% 0.650 0.650 0.639  0.639 1.000 

Balance-10% 0.395 0.395 0.505  0.505 1.000 

Balance-30% 0.056 0.065 0.667  0.671 0.322 

Car-5% 0.581 0.581 0.533  0.647 1.000 

Car-10% 0.308 0.308 0.316  0.553 0.709 

Car-30% 0.032 0.033 0.476  0.803 0.250 

Chess-5% 0.815 0.815 0.837  0.866 0.943 

Chess-10% 0.629 0.629 0.778  0.857 0.825 

Chess-30% 0.114 0.114 0.985  0.997 0.408 

Promoters-5% 1.0 1.0 1.000  1.000 1.000 

Promoters-10% 1.0 1.0 1.000  1.000 1.000 

Promoters-30% 1.0 1.0 1.000  1.000 1.000 

Tic-Tac-Toe-5% 0.930 0.930 0.950  0.976 1.000 

Tic-Tac-Toe-10% 0.741 0.741 0.887  0.957 1.000 

Tic-Tac-Toe-30% 0.105 0.105 0.968  0.988 0.464 

 
Table 3. Classification accuracies of new filling algorithm(NVT-TDV) and SVT. 

 

Raw data NVT-TDV SVT--0.1 SVT--0.2 

Accuracy 
Error 
Rate 

Unclassi-
fied 

Accuracy 
Arror 
Rate 

Unclassi-
fied 

Accuracy 
Error 
Rate 

Unclas-
sified 

Accura-
cy 

Error 
Rate 

Unclas-
sified 

Balance 

5% 

0.3808 0.0704 0.5488 

0.5621 0.1053 0.3326 0.4859 0.1771 0.3372 0.4835 0.1749 0.3416 

10% 0.6590 0.1312 0.2098 0.5337 0.2507 0.2156 0.5469 0.2378 0.2153 

30% 0.8498 0.09248 0.05776 0.7427 0.2213 0.0360 0.7750 0.1861 0.0389 

Car 

5% 

0.8935 0.3530 0.07118 

0.8969 0.05272 0.05035 0.7845 0.1318 0.08374 0.7924 0.1279 0.07974 

10% 0.9056 0.05856 0.03582 0.7731 0.1599 0.06694 0.7933 0.1530 0.05365 

30% 0.9425 0.04456 0.01290 0.8710 0.1144 0.01458 0.9175 0.0713 0.01169 

Chess 

5% 

0.9969 0.0031 0 

0.9912 0.0088 0.0 0.9570 0.0429 0.00007 0.9678 0.0322 0 

10% 0.9730 0.02697 0.00003 0.9449 0.0504 0.0047 0.9599 0.0399 0.0002 

30% 0.9414 0.05845 0.00125 0.9249 0.0795 0.0003 0.9258 0.0740 0.0028 
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Table 3. contd… 

 

Raw Data NVT-TDV SVT--0.1 SVT--0.2 

Accuracy 
Error 
Rate 

Unclassi-
fied 

Accuracy 
Arror 
Rate 

Unclassi-
fied 

Accuracy 
Error 
Rate 

Unclas-
sified 

Accura-
cy 

Error 
Rate 

Unclas-
sified 

Promoters 

5% 

0.7641 0.1981 0.0378 

0.7113 0.2377 0.05188 0.7113 0.2368 0.05189 0.7113 0.2368 0.05189 

10% 0.7226 0.1960 0.08132 0.7226 0.1960 0.0813 0.7264 0.1960 0.0813 

30% 0.8057 0.1632 0.0311 0.8057 0.1632 0.03113 0.8056 0.1632 0.0311 

Tic-Tac-
Toe 

5% 

0.8319 0.1388 0.0293 

0.8219 0.1420 0.03685 0.8132 0.1487 0.0381 0.8212 0.1420 0.0368 

10% 0.8461 0.1227 0.03110 0.8237 0.1291 0.04715 0.8461 0.1227 0.03110 

30% 0.9031 0.07714 0.01973 0.8949 0.0850 0.0200 0.8987 0.0820 0.01920 
 

For promoters data set, we can see that the result is not 
consistent with other data set. In Table 2, all the result about 
the classification of promoters is equal to 1.The reason lies 
in the characteristics of this data set is multi-attribute, there 
are 58 condition attributes and multi attribute values for each 
species, so for missing data objects, the tolerance classes 
which can be found only its own. 

4.2. Experiment 2: The Experiment About Accuracy of 
New Filling Algorithm (NVT-TDV) 

The comparison of filling accuracy has been implement-
ed with the help of Waikato Environment for Knowledge 
Analysis platform. Testing method was: First an incomplete 
data set was transformed into completed using the algorithm 
of this article, then selected 70% from it as training set to 
extract decision rules, using these rules to do classifying test 
on the rest data set, the average classification accuracy has 
been acquired after test 10 times for every incomplete data 
set. The test result is shown in Table 3. 

In Table 3, Raw data is on behalf of original UCI data 
set. The obtaining method of incomplete information sys-
tems is same as Experiment 1. 

From the theoretical analysis, the NVT-TDV method takes 
account of the consistent decision values in filling data, in 
search of compatible class requires the decision value consen-
sus. In Table 3, we can see that the average classification ac-
curacy of NVT-TDV is significantly higher than that of SVT. 
The experimental results are consistent with theoretical deduc-
tion. See from experimental result, the average classification 
accuracy of NVT-TDV is close to the original UCI data set, it 
is fully shows the correctness of our filling method. 

CONCLUSION 

In this paper, a new valued tolerance relation is devel-
oped based on the idea of data-driven data mining. This def-
inition of new valued toleration relation has the following 
advantages: one is to adopt a method of the paper [8] in the 
calculation of the tolerance degree; two is in the search for 
valued tolerance class fully considering the completeness of 
objects and the consistency of decision value. 

From the theoretical analysis and experimental data show 
that the new method is advanced, provides a good solution 
for pretreatment process of incomplete information system. 
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