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Abstract: Traditional methods of content-based image retrieval deal with the retrieval of images according to the similari-
ty between them and the sample image in some low-level feature space such as color, shape and structure. But the relevant 
images satisfying user information need tend to have different distribution in the low-level feature space. In this case, the 
query image needs to be represented as multiple query images corresponding to the scattered relevant images. This paper 
proposes a new relevance feedback technique for semantic image retrieval which is based on the self-growing radial basis 
function (SGRBF) neural network. The approach can adaptively construct SGRBF neural network based on the users’ 
feedbacks. Thus, hidden nodes of the SGRBF neural network can represent the distribution of the users’ perceptual in the 
low-level feature space and bridge the semantic gap between low-level feature and high-level concept of the image con-
tent. The method is verified on a database of 1000 images and experimental results demonstrate that our method proposed 
in this paper is an effective method to promote semantic image retrieval performance. 
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1. INTRODUCTION 

Content-based image retrieval (CBIR) has broad applica-
tion prospects and has become a popular research fields. At 
present, the semantic gap between low-level image features 
and high-level image meanings existing in the CBIR systems 
greatly affects the systems’ performance. Image retrieval 
based on semantics is a challenging problem due to the lack 
of mature technique mapping high-level semantic concepts 
to low-level feature descriptors. 

Content-based image retrieval systems have introduced 
relevance feedback approaches to facilitate bridging the se-
mantic gap between low-level feature descriptors and high-
level semantic concepts [1-6]. Relevance feedback is an hu-
man-computer interaction technique during the image re-
trieval process, which lets the user label the retrieved images 
as positive or negative. The systems reuse these labeled 
sample images to refine retrieval results by a machine learn-
ing approaches.  

Adopting relevance feedback technique in CBIR systems 
have improved considerably performance of image retrieval 
as it integrates the user’s evaluation on the retrieval results 
into the retrieval procedure, and the last results can better 
satisfy the user information need [7-11]. Traditional ap-
proaches of image retrieval return the images according to 
the similarity between them and the user query in the low-
level feature space. However, the similarity of visual features 
representing the color, texture or shape information does not  
 
 

necessarily reflect the high-level semantics similarity be-
cause semantically relevant images tend to have several dif-
ferent clusters distributed in the low-level feature space. Tra-
ditional relevance feedback techniques are not suitable for 
handing this situation and thus affect the performance of 
CBIR. 

This paper proposes a new relevance feedback approach 
using SGRBF neural network for semantic image retrieval. 
The approach can adaptively construct SGRBF neural net-
work based on the users’ relevance feedbacks. Thus, the 
neighboring hidden nodes of the SGRBF neural network can 
describe the distribution of the users’ perceptual in the low-
level feature space and bridge the semantic gap between low-
level feature and high-level concept of the image content. 

We organize the remainder of this paper as follows. Sec-
tion II introduces the principle of radial basis function neural 
network. The use of self-growing radial basis function neural 
network is described in section III. The SGRBF neural net-
work based semantic image retrieval technique is discussed 
in section 4. Section 5 presents our experimental results. At 
last, some conclusions of this paper are given in section 6. 

2. RBF NETWORK ARCHITECTURE 

The architecture of a RBF neural network is depicted in 
Fig. (1). The role of the input layer is to transfer the input 

vector  to the next hidden layer through 
scalar weights. The hidden nodes represent the RBF units 
which carry out the RBF computation over the input vector 
transferred from input layer and transfer the result to the  
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output layer. The output layer computes final result by linear 
superposition of the k outputs from the RBF units. The result 
output by the RBF neural network can be represented as fol-
lows [12]: 
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 is the weight connecting the ith RBF unit and the output 

node, and k is the total number of RBF units . 
The degree of similarity between the input vector and a 

RBF cluster center is described by a radial basis function. 
Usually the RBF neural network use Gaussian function to 
describe the distribution of the data clusters. As different 
components of the input vector may have different degrees 
of importance, the Gaussian function is defined as: 
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where the importance weight of different feature components 
is denoted by 
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n is the ith RBF cluster’s center and 
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3. THE SGRBF NEURAL NETWORK 

The number of the hidden nodes and their locations are 
important parameters affecting the performance of SGRBF 
neural network. To deal with this problem, the developed 
SGRBF neural network can automatically adjust the parame-
ters of the RBF hidden nodes [12-14]. 

The learning procedure of self-growing RBF neural net-
work can be described as follows: at first, there is no RBF 
node in the middle layer. Then the network chooses one 
sample randomly from input training sample as the first RBF 

unit center 
  
u

1
. Next, the Euclidean distance between  the 

center 
  
u

1
 and the next training data  x  is computed. If it is 

greater than the parameter ! , the network will create a new 
RBF unit 

  
u

2
 centered at  x  , otherwise the value of 

  
u

1
 is 

updated as: 
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where 
 
.  represents the Euclidean distance and 
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denotes the updating weight. This process continues until the 
remaining training samples are processed. At last, the clus-
ters’ number increases and the locations of cluster centers 
can be automatically adjusted with the learning procedure. 

4. SEMANTIC IMAGE RETRIEVAL BASED ON 
SGRBF 

Semantic image retrieval with relevance feedback based 
on SGRBF use the RBF unit centers produced by the neural 
network learning representing the query. Through continu-
ous learning, The SGRBF neural network can gradually sim-
ulate real image semantics relevance distribution. The learn-
ing procedure starts with a sample image supplied by the 
user. Then the images in the databases are retrieved accord-
ing to the distance between them and the sample image. The-
se retrieved images are provided to the user for feedback. 
Those images closest to the sample image are labeled as pos-
itive by the user, while the remaining images are labeled as 
negative. At last, these labeled images are used as samples to 
train the RBF network and the parameters of RBF nodes are 
modified. In the next search, the system uses the re-adjusted 
RBF neural network to compute the semantic similarity of 
the image. The learning procedure continues until the user 
obtains the retrieval images he need. 

Semantic image retrieval based on SGRBF neural net-
work learning includes two steps. The first step is to use pos-
itive images labeled by the user to construct SGRBF neural 
network. The second step is to adjust the network parameters 
using the negative images. 

 

Fig. (1). The architecture of RBF neural network. 
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4.1. RBF Network Self-Growth Technique 

The purpose of this paper is to use multiple queries to 
characterize the query image instead of modifying a single 
query. Positive images are utilized to construct the SGRBF 
neural network because they are the images the user ex-
pected. The RBF units are modified through the learning 
process. The algorithm can be described as follows: 

1. Supposing that 
  

u
i

{ }
i=1

k

represent k hidden nodes, 
which are created through previous learning proce-
dure. In the next iteration, for each labeled relevant 
image   x

'
!R

n , where n denotes the input vector di-
mension, the system calculates its similarity with each 
RBF unit
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2. The system searches the best-matching RBF unit ac-
cording to the following condition: 

  
x '
!u

j
" x '

!u
i

,#i $ j  (4) 

3. Then the 
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value ε . If it is greate 
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5. The above steps are repeated to deal with the rest rel-
evant image until all of the positive images labeled by 
the user are processed. 

4.2. SGRBF Neural Network Learning 

 Because the irrelevant images   x
''
!R

n  labeled by the 
user are similar to the sample image based on the previous 
similarity calculation, theses images are employed to adjust 
the network parameters. The anti-reinforced learning rule is 
adopted on the RBF units, which make them move away 
from irrelevant data. Let  be the nearest irrelevant sample 

to the unit . The cluster center is adjusted as follows: 
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where 
 
!

2
 denotes the learning parameter.  

For an image feature vector x from the database, the 
overall output f(x) functioning as a similarity measurement is 
calculated through the linear superposition of all the outputs 
from each RBF unit. The images with higher values are more 
likely to be the retrieval target satisfied by the user. 

 

 

4.3. Determination of SGRBF Neural Network Parame-
ters 

Different feature components may have different degrees 
of importance in relevance evaluation. So various feature 
variables should be given a weight value to denote their im-
portance. Where  in equation (2) are the importance 
weight of different feature variables which are obtained 
through the variance computation from the relevant images 
as follows:  
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where 
 
!

j
 represents the jth feature component variance in 

the relevant samples. If a feature component is important in 
relevance evaluation, all relevant images should have a very 
similar value on this feature component. Accordingly the 
variance value on this feature component is small. 

Not all relevant images are equally important in satisfy-
ing the user’s image perceptual. At the user’s evaluation step, 
the user gives a weight value 

 
v

i
 for each positive image 
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i
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During the SGRBF neural network training, if 
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i
 is added to 

the jth RBF unit as the  kth  point, then the weight value of 
jth cluster is: 
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Then the normalized weight value of the jth RBF unit is 
given by: 
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At last, the cluster width is defined as: 
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Where !  is a parameter which indicates the overlapping of 
different clusters. 

5. EXPERIMENTAL RESULTS 

The experiment is carried on the image database contain-
ing 1000 color images which are divided into 10 different 
classes. In the experiment, color and texture visual features 
are used. We use color histogram and color moments as the 
color features, and Gabor wavelet transform as the texture 
features. 

Total 10 images from each image class are selected as in-
itial queries in the experiment. The system retrieves 20 im-
ages for user feedback at each iteration. Total 5 feedback 
iterations are performed to verify the image retrieval quality.  
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The last performance measurements are the averaged value 
over 10 queries. We use the precision and recall curve as the 
performance measurements. 

The contrast curves of precision and recall with different 
feedback stage are given in Fig. (2). The curves illustrate that 
the two measurements gradually increase during user feed-
back. The precision values are 0.5 at first feedback and 0.8 at 
fifth feedback, respectively. The recall values are 0.1 at first 
feedback and 0.16 at fifth feedback, respectively. In the  
 

initial iteration stage, the retrieval performance improves 
quickly, but slowly in the subsequent iteration stage. This 
means that the approach converges quickly to retrieve image 
satisfying the user’s need. 

In the case of various numbers of returned images, the 
contrast curves of precision and recall are illustrated in Fig. 
(3). The curves show that the precision decreases with the 
increase of the returned images number, but the recall in-
creases. Because the number of returned images increases,  
 

 

Fig. (2). Precision and recall curves with different iterations. 

 

 
Fig. (3). Precision and recall curves with different returned images number. 
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more and more negative images are retrieved and returned to 
the user for feedback, which will affect the precision. When 
the number of retrieved images reaches 100, which is the 
number of total positive images in the database, the two 
measurements are equal.  

CONCLUSION 

A new relevance feedback technique for semantic image 
retrieval based on the self-growing radial basis function neu-
ral network is proposed in the paper. The approach can adap-
tively construct SGRBF neural network based on the users’ 
feedbacks. Thus, hidden nodes of the SGRBF neural network 
can represent the distribution of the users’ perceptual in the 
low-level feature space and bridge the semantic gap between 
low-level feature and high-level concept of the image con-
tent. Experimental results show that the proposed method 
have greatly improved the performance of semantic image 
retrieval. 
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