Study on a Compression Algorithm of SAR Data after Range Focusing
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Abstract: It is difficult to directly compress the raw data of synthetic aperture radar because of its low relativity. In this paper, a new algorithm is put forward. Firstly, range focusing is imposed to SAR raw data, which makes it have comparatively high relativity, secondly, a linear prediction is performed along the azimuth, and lastly, block adaptive quantization is performed on the prediction difference series. By using a set of real SAR raw data, compression and decompression are performed respectively. The SQNR and SDNR are achieved. The images corresponding to the three algorithms are gained. The experiments manifest that with same bit rate, SQNR and SDNR of the algorithm proposed in this paper surpass that of BAQ algorithm. The calculation in this paper is far less than that of compression method after range focusing advised in corresponding reference. The algorithm proposed in this paper has a certain practical value.
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1. INTRODUCTION

Synthetic aperture radar (SAR) is a new type of radar system, it has the two-dimensional (range and azimuth) high resolution features, as well as broad and all-weather imaging characteristics, which are unmatched by conventional radar. Modern airborne synthetic aperture radar system has a hardware processing system which includes a transmitting unit, a receiving unit and an analog to digital conversion, etc., as well as real time data transmission or storage devices. A major problem of SAR system is the high data rates which are difficult to real-time transmit, so it is necessary to reduce SAR raw data rates to meet the limited downlink bandwidth. Due to the high entropy characteristics of SAR raw data, lossless compression algorithm is difficult to meet the large compression ratio requirements, so loss compression techniques are commonly used at present.

A variety of compression algorithms has been studied currently in the area of SAR raw data compression, such as BAQ [1], UPQ [2], vector quantization [3], FFT-BAQ [4] and TCQ [5], etc.. The correlation is very low for SAR raw data, so directly compressing SAR raw data is more difficult. Not focusing complex range, it can make the SAR data have a strong correlation in azimuth, which makes SAR raw data become easy to compress. This is an attractive research direction of SAR raw data compression field. Literature [6] studies variable rate vector quantization after range focusing for SAR raw data compression, the performance of this method is better than the traditional unfocused SAR raw data compression algorithms. As a result of vector quantization, the computational complexity of this method is relatively large. Literature [7] uses TCVQ coding to compress the SAR data after range focusing, in order to reduce the computational complexity, the shorter code-words than those in literature [6] are used, the reduction of the codeword length will inevitably lead to a decrease in performance, but TCVQ algorithm has a more rational codebook space division, which reduces the quantization error. Therefore, the performance of the method used in literature [7] is comparative to that of the method used in literature [6], but has slightly smaller computational complexity. The computation of vector quantization increases exponentially with the codeword length, which greatly limits the use of these two methods in the real-time transmission of SAR raw data. Therefore, as to the SAR data after range focusing, it is necessary to study algorithms with smaller complexity. In this paper, range focusing is imposed to SAR raw data, then a linear prediction is performed along the azimuth, and finally block adaptive quantization is used to the prediction difference series. The experiments manifest that the calculation in this paper is far less than that of compression method after range focusing advised in literature [6], but the performance is slightly lower.

2. ALGORITHM ANALYSIS

SAR echo data is two-dimensional complex matrix along range and azimuth, in addition, real part and imaginary part...
Table 1. Line complexity.

<table>
<thead>
<tr>
<th>Order</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAR raw data</td>
<td>1.257</td>
<td>1.395</td>
<td>1.418</td>
<td>1.411</td>
<td>1.423</td>
</tr>
<tr>
<td>Data after range focusing</td>
<td>1.045</td>
<td>1.213</td>
<td>1.403</td>
<td>1.413</td>
<td>1.413</td>
</tr>
</tbody>
</table>

Table 2. Column complexity.

<table>
<thead>
<tr>
<th>Order</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAR raw data</td>
<td>1.307</td>
<td>1.507</td>
<td>1.328</td>
<td>1.449</td>
<td>1.441</td>
</tr>
<tr>
<td>Data after range focusing</td>
<td>1.466</td>
<td>1.515</td>
<td>1.499</td>
<td>1.439</td>
<td>1.379</td>
</tr>
</tbody>
</table>

are independent of each other, both of which are zero-mean Gaussian distribution with the same variance. Therefore, it is possible to process real part and imaginary part respectively, the size of data block needing to deal with is 2048×2048 (azimuth × range). SAR focusing process is usually carried out in two steps: (1) range focusing; (2) azimuth focusing which depends on range. Azimuth focusing is more complicated, and the reference function of which is related to slant range \( r \), while the reference function (related to transmission signal) of range focusing corresponding to each echo is the same, which is equivalent to the echo signal passing from an identical linear filter. Thus only range focusing is performed in this paper. Line complexity and column complexity are adopted to evaluate the correlation of SAR raw data. For a SAR raw data block (size \( N \times N \)), \( L(k) \) is used to represent line complexity (namely azimuth complexity), while \( C(k) \) is used to represent column complexity (namely range complexity). The formulas of \( L(k) \) and \( C(k) \) are as follows:

\[
L(k) = \left[ \frac{1}{(N-k) \times N} \sum_{i=0}^{N-k-1} \sum_{j=0}^{N-1} (A(i, j) - A(i + k, j))^2 \right]^{1/2} \tag{1}
\]

\[
C(k) = \left[ \frac{1}{N \times (N-k)} \sum_{i=0}^{N-1} \sum_{j=0}^{N-k-1} (A(i, j) - A(i, j + k))^2 \right]^{1/2} \tag{2}
\]

In the above two formulas, \( A(i, j) \) represents the value of SAR raw data at point \((i, j)\) (real part or imaginary part), \( k \) is the order.

Expand (1), we get:

\[
L(k) = \left[ \frac{1}{(N-k) \times N} \sum_{i=0}^{N-k-1} \sum_{j=0}^{N-1} \left( A^2(i, j) + A^2(i + k, j) - 2A(i, j)A(i + k, j) \right) \right]^{1/2} \tag{3}
\]

In the above formula, the cross term \( 2A(i, j)A(i + k, j) \) represents line correlation. It can be seen, for the same data block, the smaller \( L(k) \), the stronger the line correlation, and \( C(k) \) is similar.

Table 1 and Table 2 show \( L(k) \) and \( C(k) \) for a block of normalized SAR raw data and range focused SAR data respectively. Because the correlation difference between real part and imaginary part for the same SAR data block is very small, the two tables give only the correlation value of real part. As can be seen, after performing range focusing on a SAR raw data block, the line complexity changes relatively large, but little change with the column complexity. In other words, the SAR data after range focusing show a strong correlation along azimuth, while the correlation along range is still very weak.

SAR data after range focusing show a relatively strong correlation along azimuth, it already has some characteristics of image, referred to as quasi-image. Fig. (1) is an amplitude image of SAR data after range focusing. As can be seen, the amplitude image of SAR data after range focusing has some bright lines along azimuth, which shows that energy goes through convergence and a strong correlation appears along azimuth.

SAR data after range focusing have a greater dynamic range than raw data, so it is relatively difficult to compress them. Learn from the thinking of the BAQ algorithm, still large data block (2048X2048) is divided into small data blocks (32X32), then normalization is performed on each of small data blocks (32X32). Distance focusing is equivalent to a linear transformation, so it does not change the Gaussian distribution of SAR raw data.

Theoretically, with the increase in the number of prediction order, the calculation also increases. As can be seen from Table 1, line complexity changes little apart two points (i.e. 3rd order). So a 3rd order linear prediction is used in this paper along azimuth. When the different predictors are designed for different range gates, the computation can become too large, which is not conducive for real-time processing. In this paper, a simplified approach is adopted: a predictor is designed every 512 range gates. Experiments show that the error by such processing is very small. Furthermore, the SAR data after range focusing have a large dynamic range, therefore, block normalization (block size 32X32) should be made firstly then linear prediction is to be performed along azimuth. Because of very wide SAR imaging areas, backscatter coefficients of different targets are not same, therefore, some of the data blocks will deviate from
Gaussian distribution. Literature [8] points out that if the original series is progressive Gaussian distribution, the difference series obtained from prediction has Gaussian distribution characteristics more than the original series. Moreover, the number of values which are close to zero in the difference series significantly increases, and the dynamic range becomes smaller, which is more beneficial to quantify. The block adaptive quantization is performed on the difference series obtained from linear prediction, the block size is 32X32, each block of data uses identical quantization bit. Therefore, linear prediction-block adaptive quantization is adopted in this paper.

### 3. SIMULATION RESULTS

In this paper, a set of measured side-looking airborne SAR raw data is used (strip mode), and the compression algorithm proposed in this paper is performed. Since BAQ algorithm is more mature than other practical SAR raw data compression algorithms, the results of the algorithm pro-
posed in this paper are compared with BAQ algorithm. In addition, the two algorithms proposed in literature [6] and literature [7] respectively give equivalent performance, for further comparison, the performance parameters of algorithm proposed in literature [6] are calculated. Table 3 shows the calculation results of the three algorithms at different bit rates.

In this paper, data domain signal-to-noise ratio (SQNR) and the image domain signal-to-noise ratio (SDNR) are regarded as compression evaluation parameters. At the same time, the spatial resolution (ρ), PSLR (Peak Side lobe Ratio) and ISLR (Integral Side lobe Ratio) of image is calculated [9]. It is clearly seen, in the same bit rate, SQNR and SDNR of the algorithm mentioned in this paper surpass that of BAQ algorithm, but slightly lower than the algorithm mentioned in literature [6]. At the same time, it can be seen the little change in resolution, PSLR and ISLR in the different bit rate. Which shows that data compression almost does not affect the resolution of SAR image, which also shows that SAR image is not sensitive to the number of quantization bits of SAR raw data.

4. ALGORITHM COMPLEXITY ANALYSIS

Set $N_r$ is the data length along range, $N_a$ is the data length along azimuth, $N$ is the data block length of original data in the normalization operation, and $p$ is the order of linear predictor. For the computational complexity of algorithm, addition, comparison and multiplication can be completed in the same clock cycle by DSP. Therefore, each addition, comparison and multiplication of floating-point in the algorithm can be seen as a single operation. For BAQ algorithm, to quantize a sampled value, it needs $2^b$ operations to execute Lloyd-Max coding. Range focusing in this paper is
Fig. (3). Image of the literature [6] algorithm (bit rate 2 bits/sample).

Fig. (4). Image of the algorithm proposed in this paper (bit rate 2 bits/sample).
equivalent to convolution, therefore, each echo data needs $N_r^2$ complex multiplications and $N_r^2$ complex additions, and each complex multiplication requires 6 operations, so the operations of each floating-point are as follows:

$$N_r^2 \times 6 + N_r^2 \times 2 = 4N_r$$

If using fast Fourier transform, the convolution of the time domain can be converted to the product of frequency domain, corresponding to each floating-point the operations are reduced to:

$$\left( \frac{2N_r \log_2 N_r \times 2 + N_r}{2N_r} \right) \times 6 = \left( 4 \log_2 N_r + 1 \right) \times 3$$

For the $p$-th order linear predictor, $2(p + 1)$ operations are needed for each floating-point.

For block adaptive quantization of prediction difference series, each floating-point number requires $(2^p + 4)$ operations. Therefore, the number of operations required by the algorithm of this article for each floating-point is:

$$\left( 4 \log_2 N_r + 1 \right) \times 3 + 2(p + 1) + 4 + 2^p = 12 \log_2 N_r + 2p + 2^p + 9$$

Vector quantization is performed on the SAR data after range focusing as described in literature [6]. Set bit rate is $R$, the length of the codeword is $L$, then the operations of each component (floating point) in codeword searching process are $2L \cdot 2^RL$. Therefore, the number of operations for each floating-point in the algorithm is:

$$\left( 4 \log_2 N_r + 1 \right) \times 3 + 2L \cdot 2^RL = 12 \log_2 N_r + 2L \cdot 2^RL + 3$$

On the space complexity of algorithms view, for BAQ algorithm, RAM storage area is mainly used to store raw data, estimate mean and variance of data block, and normalize data. Since a simplified method is used to estimate mean and variance, it spends less memory. In literature [6], because normalization process is applied to SAR data after range focusing, therefore, RAM storage area is the same as that of BAQ algorithm. For the algorithm proposed in this paper, RAM storage area is mainly used to store SAR data after range focusing and prediction difference series along azimuth. The size of cache space and computational complexity for three algorithms is shown in Table 4.

In this experiment, some variable values in Table 4 are as follows: $N_r = N_a = 2048$, $N = 32$, $b = R = 2$, $L = 4$, $p = 3$. The storage space, the amount of computation and the computation time of microcomputer are given quantitatively in Table 5. It can clearly be seen, the storage space required by the algorithm proposed in this paper is larger than that of the algorithm proposed in literature [6], but the amount of computation and computing time are greatly reduced.

5. CONCLUSION

The SAR raw data after range focusing show a strong correlation in azimuth, which facilitates data compression. In this paper, firstly range focusing is imposed to SAR raw data, secondly a linear prediction is performed along the azimuth, and finally block adaptive quantization is performed on the prediction difference series. The experiments manifest that with the same bit rate, SQNR and SDNR of the algorithm proposed in this paper surpass that of BAQ algorithm, but are found to be slightly lower than that of the algorithm proposed in literature [6]. When bit rate is 1, 2 and 3 bits/sample respectively, SQNR of the algorithm proposed in this paper

### Table 4. Algorithm Complexity Analysis.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Storage Space (Floating Point)</th>
<th>Amount of Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RAM</td>
<td>(Operation/Sample)</td>
</tr>
<tr>
<td>BAQ</td>
<td>$2 \times N_r \times N_L$</td>
<td>$2^p + 4$</td>
</tr>
<tr>
<td>literature [6]</td>
<td>$2 \times N_r \times N_L$</td>
<td>$12 \log_2 N_r + 2L \cdot 2^RL + 3$</td>
</tr>
<tr>
<td>this paper</td>
<td>$2 \times N_r \times N_d$</td>
<td>$12 \log_2 N_r + 2p + 2^p + 9$</td>
</tr>
</tbody>
</table>

### Table 5. The Storage Space, the Amount of Calculation and the Computation time of the Three Algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Storage Space (Floating Point)</th>
<th>Amount of Calculation</th>
<th>Computing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RAM</td>
<td>(Operation/Sample)</td>
<td>(s)</td>
</tr>
<tr>
<td>BAQ</td>
<td>131072</td>
<td>8</td>
<td>0.23</td>
</tr>
<tr>
<td>literature [6]</td>
<td>131072</td>
<td>2183</td>
<td>5.36</td>
</tr>
<tr>
<td>this paper</td>
<td>8388608</td>
<td>151</td>
<td>1.17</td>
</tr>
</tbody>
</table>
is 1.66-2.50 dB higher than that of BAQ algorithm, and SDNR of the algorithm proposed in this paper is 1.48-2.11 dB higher than that of BAQ algorithm. At the same time, it can be seen that SQNR of the algorithm proposed in this paper is 0.35—0.77 dB lower than that of the algorithm proposed in literature [6], and SDNR of the algorithm proposed in this paper is 0.31—0.80 dB lower than that of the algorithm proposed in literature [6]. Since scalar quantization is used to the prediction difference series, compared with literature [6], the computational complexity of the algorithm proposed in this paper greatly reduces, which is very beneficial to real-time requirements for SAR raw data compression. The algorithm proposed in this paper has a certain practical value.
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