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Abstract: Time series forecasting is an active research area that has drawn considerable attention for applications in a variety of areas. Moving Average is one of widely known technical indicator used to predict the future data in time series analysis. During its development, many variation and implementation have been made by researchers. One of its widely used variation is Weighted Moving Average that gives a special weighting to more recent data than the older data, which could not be found in Simple Moving Average method. This paper aims to introduce a new approach of moving average method in time series analysis. The approach will propose transferring weights method as the new weighting factor in view of the lagging and incomplete problems of the weighted moving average method. Both theoretical and empirical findings have suggested that the proposed method can be an effective method of improving upon their predictive performance, especially when the models in improving the lagging and Outburst value. In this paper, the models are implemented in order to overcome data limitations of weighted moving average models, thus obtaining more accurate results. Experimental results of Water Injection in oil field indicate that the models exhibit effectively improved forecasting accuracy so that the model proposed can be used as an alternative to forecasting tools. The result of the proposed method shows a promising result in this preliminary work.
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1. INTRODUCTION

Moving average model is the basic tools and basic concepts of time series analysis, it was born from the index scale series used in banks in 1797-1819, when banks use it because of it reveal wealth of bank, at the same time cover the true data [1], it is a simulation tool for trend, in essence, it is a derived sequence. Therefore, no doubt that moving average curve followed the trend of the raw data, and effectively weakened the influence due to staff errors, exceptional circumstances of original data, which played the role of smoothing, from methodological classification, moving average is a smoothing technique. Moving average has been widely used based on the timing of forecast, provide real-time decision support for practical applications. In recent years, the improvements of moving average model and the combined with other theory become a research hotspot of data preprocessing [2-12].

Moving average method is a method raised for moving average lag issues, this principle can be directly calculated correction factor based formula, easy to calculate and summarize, the present method is based on a simple moving average further amendments [4], did not analysis lag exist on the weighted moving average, Literature [5] proposed moving average filtering algorithm, and its essence is based on an average of dynamic correction obtained the data phase, to eliminate the lag. The essence of the method is also the improvement of simple moving average.

2. THE PRINCIPLE OF MOVING AVERAGE

2.1. Moving Average Value

Moving average is a sequence of n items of time to calculate the average of a sequence a plurality of consecutive items. The first of a sequence of consecutive m item the first item is the first item in the original m sequence; second consecutive sequence of the first n items of the original of the second m sequence; ......; the last sequence of n items the first term of the sequence of n-m+i entries.

2.2. Simple of Moving Average

Simple moving average is the degree of influence at all-time points considered equal, so the weight of the elements are equal. Simple moving average model is calculated as follows:

\[ F_n = \frac{\sum_{i=1}^{n} \epsilon_i}{n} \]  

\[ F_n \] is a sliding average of the \( n \); \( n \) is moving step; \( \epsilon_i \) is the pre \( i \) actual values of \( F_n \).
2.3. Weighted of Moving Average

Weighted moving average model is based on different time point has different predicted during a sliding to distribute varying weight, since the more recent data has greater impact on the predicted values, usually given move big weight to recent data, less weight to longer data, the sum of weight aggregate is 1. Weighted moving average is calculated as follows, \( \alpha_i \) is weight:

\[
F_n = \sum_{i=1}^{n} w_i e_i, \sum_{i=0}^{n} w_j = 1
\]  

3. IMPROVING THE LAG AND OUTBURST VALUE BASED ON WEIGHT TRANSFER

Weighted moving average for the existence of the lag and the outburst value, this paper presents a "weight shift" method, which can effectively improve the overall weighted moving average method for smoothing effect. The following are the weights shifted weighted moving average method and on the improvement measures are introduced.

3.1. Weight Transfer

Weight transfer is based on the weighted moving average model concerned and it is to transfer the weight of the weighted moving average model weights have been assigned but the actual value does not exist or is empty point in time weight redistributed to the greatest impact on the predicted target point in time.

\[
F_n = w_1 e_0 + w_2 e_1 + w_3 e_2 + \cdots + w_{n+1} e_n
\]  

\[
F_n = (w_1 + w_{n+1}) e_0 + w_2 e_1 + w_3 e_2 + \cdots + w_n e_{n-1}
\]

3.2. Lag Improvement of Weighted Moving Average

Common weighted moving average lags, the paper in the literature [6] proposed on the basis of the further lag improved method, is the actual value does not exist case weights transfer method, to ensure the weighted moving average smoothing, smoothing function under the premise of minimizing the impact of lag, and moving step length, the stronger the more obvious hysteresis, hysteresis is also more meaningful improvements.

Based on the existing optimized weighted moving average method to improve an already lagging point weighted moving average model, the specific method is shown as follows:

\[
F_i = e_i, (1 \leq t \leq n - 1)
\]  

\[
F_i = \sum_{t=1}^{n} w_i e_{i+1} \left( t > n - 1, \sum_{i=0}^{n} w_i = 1 \right)
\]  

\[
F_i = \sum_{i=1}^{n} w_i e_{i+1} \left( 1 \leq t \leq n - 1, \sum_{i=0}^{n} w_i = 1 \right)
\]

3.3. Outburst Value Improvement of Weighted Moving Average

When a large amount of data, it is inevitable there will be data outburst phenomena, and outburst data for predicting results could have a huge impact. This paper presents a weighted moving average hopping on the value of improvements, the actual value is null case weights transfer method that can reduce the maximum value affects the outburst.

Improved method: If the first point in time the actual value is null, the value is the outburst, it will be the first point in time the weight transferred to the predictive value of the greatest impact on the target point in time. The outburst values are not frequently the case, the use of weight shift thinking, reducing the value of the predicted outcome outburst effects, effectively avoiding the outburst to bring the value of the weight loss and weight imbalance effects.

4. APPLICATION

With the intensified energy conservation field, focusing on early warning of energy consumption indicators has become particularly important, weighted moving average model predicted early in the curve smoothing played a key role, an oil mine as an example, water system efficiency, and the date the transfer curve using the weight-based weighted moving average model, the next picture shows the mine since January 2008 to May 2012, 53 months of the efficiency of the system based on time series graph, as shown Fig. (1).

4.1. Determine of Moving Step Length

Moving step selection is the key weighted moving average model, the results for the smooth movement play a decisive role. Values taken too small, although the model can sensitively reflect the recent trend, but may also reflect the random disturbances over sensitive data obtained as a basis for strong fluctuations, which may cause deviation result; take too large for random time sequence contains low sensitivity to changes, which cannot reflect the recent keen trends. Therefore, in the selection of, must be combined with practical experience. Here, the graph observed time period is 5, there is a short peak time is set to 5.

4.2. Determine of Weight

This application can be understood from the predicted time to a time point closer greater the weight, and the weights sum to 1, based on experience and comprehensive consideration, the weights are set to: 0.3, 0.25, 0.2, 0.15, and 0.1. The weight has been improved into a hysteresis point weighted moving average equation is shown:

\[
w_t + = \sum_{i=1}^{n-1} w_{i+1}
\]
4.3. Improved of Lag in Time Point

Since moving step is 5, according to the weighted moving average formula can be commonly found in a five-month lag sliding, weighted moving average of the original formula to improve, this application is based on the four points in time lag, the formula is shown as follows:

\[
F_t = \sum_{i=1}^{4} w_i \varepsilon_{t-i}
\]

Improved the lag of weighted moving average is shown as follows:

- \( F_1 \) the sliding average of 5 to 53 month:
  \[
  F_1 = w_1 \varepsilon_0 + w_2 \varepsilon_1 + w_3 \varepsilon_2 + w_4 \varepsilon_3 + w_5 \varepsilon_4
  \]
- \( F_2 \) the sliding average of the first 4 months:
  \[
  F_2 = (1-w_5-w_4-w_3) \varepsilon_0 + w_2 \varepsilon_1 + w_3 \varepsilon_2 + w_4 \varepsilon_3
  \]
- \( F_3 \) the sliding average of the first 3 months:
  \[
  F_3 = (1-w_5-w_4) \varepsilon_0 + w_2 \varepsilon_1 + w_3 \varepsilon_2
  \]
- \( F_4 \) the sliding average of the first 2 months:
  \[
  F_4 = (1-w_5) \varepsilon_0 + w_2 \varepsilon_1
  \]
- \( F_5 \) the sliding average of the first 1 months:
  \[
  F_5 = \varepsilon_0
  \]

The first four months according to the existing method of weight transfer method and comparative data shown in Table 1:

Above table shows, the existing improved weighted moving average model results obtained without any change, but the actual worth to take the original, while the weighted based on the weight transfer slip model has played an effective role in smoothing, so that the weighted average thought of the all-time points have played role in ensuring the overall consistency.

4.4. Improved of Outburst Value

As shown in Fig. (1), there is an outburst between the two points in blue circle, the outburst is March 2009, because the moving step is 5, the main effect in March to July, five months running average, existing methods and weighing value transfer method hopping process for comparison of the results shown in Table 2.

According to comparison table, the results of weight transfer closer to the actual value, which effective make up the outburst effect.

4.5. Analysis of the Results

Fig. (2) is comparison char, red line shows the original water system efficiency curve, green line shows the improved weighted moving average curve improved and blue line shows the proposed weighted moving average method based on weight transfer. Fig. (3) is an enlarged display of Fig. (2), red line shows the original water system efficiency curve and blue line shows the proposed weighted moving average method based on weight transfer, through which is shown the effect of smoothing, and it is a strong generalization ability data pre-processing method can be extended to various fields.

Fig. (4) is the enlargement of Fig. (2), it is shown that the

### Table 1. Comparative of lag transfer method.

<table>
<thead>
<tr>
<th>( z )</th>
<th>System efficiency</th>
<th>Existing Improved</th>
<th>Weight Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>200801</td>
<td>20.39</td>
<td>20.39</td>
<td>20.39</td>
</tr>
<tr>
<td>200802</td>
<td>20.63</td>
<td>20.65</td>
<td>20.57</td>
</tr>
<tr>
<td>200803</td>
<td>20.37</td>
<td>20.37</td>
<td>20.459</td>
</tr>
<tr>
<td>200804</td>
<td>20.17</td>
<td>20.17</td>
<td>20.345</td>
</tr>
</tbody>
</table>
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Table 2. Comparative of outburst transfer method.

<table>
<thead>
<tr>
<th>Time</th>
<th>System efficiency</th>
<th>Existing Improved</th>
<th>Weight Transfer</th>
</tr>
</thead>
<tbody>
<tr>
<td>200903</td>
<td>Jump value</td>
<td>20.12</td>
<td>29.45</td>
</tr>
<tr>
<td>200904</td>
<td>29.10</td>
<td>21.8815</td>
<td>29.1565</td>
</tr>
<tr>
<td>200905</td>
<td>28.13</td>
<td>23.188</td>
<td>28.814</td>
</tr>
<tr>
<td>200906</td>
<td>30.85</td>
<td>25.2175</td>
<td>29.845</td>
</tr>
<tr>
<td>200907</td>
<td>33.14</td>
<td>27.6455</td>
<td>30.9595</td>
</tr>
</tbody>
</table>

Fig. (2). Three kinds of water injection curve.

Fig. (3). Curve smoothing and enlargement.

Fig. (4). Comparison of lag time points.

Weighted moving average curve based on weight transfer is better than the weighted moving average curve improved, effective improved the hysteresis. In Fig. (5) shows in the coordinate range, the green curve significantly affected by the value of hopping, the predicted values are affected is small, after the improved blue curve value can be ignored outburst effect.
5. CONCLUSION

This paper departure from warning research of energy-consuming equipment energy, this paper presents a novel weight transfer method, which fully considered for the lag time, the value of data outburst effects on the overall forecast, then apply weighted moving average of the values of hysteresis and outburst situation improved, the actual application shows that the effect is very obvious improvement.
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