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Abstract: The positioning accuracy is not high for the range-free localization algorithm DV-Hop in wireless sensor net-
works and the Particle Swarm Optimization algorithm is proposed to optimize the positioning accuracy of the DV-Hop 
and the IDV-Hop localization algorithm is also proposed. Firstly, the IDV-Hop utilizes DV-Hop to estimate the measuring 
distances between nodes to be positioned and the beacon node, then the Particle Swarm Optimization algorithm is used to 
maximize the IDV-Hop fitness function to obtain the location coordinates of each node to be positioned. Simulation re-
sults show that, compared to the DV-Hop algorithm and GADV-Hop algorithm, IDV-Hop algorithm provides higher posi-
tioning and can meet the requirements of most wireless sensor network applications. 
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1. INTRODUCTION 

In the wireless sensor network, monitoring application 
of network heavily depends on the geographical position of 
nodes. There are a large number of nodes in WSN, which 
are randomly arranged. It is very difficult to get the location 
information of nodes. Although it is possible to get loca-
tion information of nodes by GPS, but the cost is too high, 
which is not suitable for large-scale use. Therefore, we 
need to adopt the appropriate localization algorithm to ob-
tain location information of nodes [1].  

 In the wireless sensor network, there are generally two 
classes of the localization algorithm of nodes: the range-
based and the range-free [2]. The former needs to get in-
formation such as the orientation between neighbor nodes 
or absolute distance so that it can make use of the actual 
distance between nodes to estimate the position of the to-
be-located nodes; the latter doesn’t need to get information 
such as the orientation between neighbor nodes or absolute 
distance and instead it makes use of the estimated distance 
between nodes to estimate the position of nodes to be lo-
cated. 

Range-based localization algorithm, such as localization 
mechanism based on received signal strength (RSSI), angle 
of arrival (AOA), time of arrival (TOA) and time differ-
ence of arrival (TDOA), etc., needs to be equipped with 
additional hardware, which results in the increase in both 
orientation cost and energy consumption. However, range-
free localization algorithm will not cause the increase of addi-
tional hardware cost, though its localization accuracy is not 
as high as that of the range-based localization algorithm. Yet 
its localization accuracy can satisfy the application of most 
wireless sensor networks [3]. 

 
 

In range-free localization algorithm, most scholars agree 
that it is a better way to estimate the distance between beacon 
nodes and unknown nodes by means of light-flooding. DA-
Hop is one of the algorithms which have been studied 
most. In this paper, an improved DV-Hop localization al-
gorithm is put forward, based on the research which focus-
es on optimizing the localization accuracy of DV-Hop al-
gorithm by using Particle Swarm Optimization (PSO). 

2. DESCRIPTION OF LOCALIZATION PROBLEMS 

Suppose there are N unknown nodes and M beacon nodes 
in WSN, 1 2[ , ]z z zq = L M+N

, standing for the initial position 
of nodes, wherein [ , ]Ti i iz x y= , then the position of the M 
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tion problem means to estimate the position information of the 
unknown nodes in the network by using the known beacon 
nodes. 
 Suppose the communication model of the node is con-
centric zone model whose radius is R which is also the 
communication radius of Rf transceiver [4-6], the localiza-
tion problem is the position of the unknown nodes 
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In order to evaluate the performance of the localization 
algorithm, the localization error is described as follows: 

 2 2ˆ ˆ ˆ ˆ( , ) ( ) ( )i i i if x y d x x y y= -­‐ -­‐ + -­‐  (1) 

Wherein ˆ ˆ( , )x y  is the coordinate of the to-be-located 
node, the coordinate of the No.i beacon node is
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con node are id and 2 2ˆ ˆ( ) ( )i ix x x y-­‐ + -­‐ , respectively. The 
localization problem is to minimize the localization error
ˆ ˆ( , )if x y  [7]. 

3. DESCRIPTION OF IDV-HOP ALGORITHM 

The localization problem in wireless sensor networks is a 
complicated NP problem concerning the optimization of the 
distance value obtained in different ways. Many scholars at 
home and abroad have recommended Heuristic method, such 
as genetic algorithm, to optimize and increase the localiza-
tion accuracy of nodes. Given that Particle Swarm Optimiza-
tion (PSO) has fewer parameters to be adjusted, rapid con-
vergence and more importantly facilitates parallel realiza-
tion. In this paper, an improved DV-Hop localization algo-
rithm is put forward, based on the research which focuses on 
optimizing the localization accuracy of DV-Hop algorithm 
by using Particle Swarm Optimization (PSO). The basic idea 
of IDV-Hop algorithm is to estimate the measuring distance 
between the unknown node and the beacon node by using 
IDV-Hop algorithm, make optimization in later period by 
using Particle Swarm Optimization (PSO) and then maxim-
ize the fitness function of IDV-Hop, thus fulfilling the opti-
mization of the measuring method based on different dis-
tance or path. 

3.1. Description of DV-HOP Algorithm 

IDV-Hop algorithm [8] generally involves the follow-
ing three steps: 

 (1) The to-be-located node obtains the minimum hop 
value. 

Via sending the broadcast packet to the network, the 
beacon node forwards it to the neighbor node after receiv-
ing the hop counts of the node and adding 1 to the hop val-
ue. Thus, we can get the information about the minimum 
hop value between the to-be-located node and the beacon 
node in the network. As can be seen from Fig. (1), the bea-
con node A sends the broadcast packet to the network by 
means of concentric circles. The number in the figure rep-
resents the hop value of distance A. 

(2) Count the number of light-flooding between the to-
be-located node and the beacon node. According to the 
relevant information obtained from Step (1), every beacon 
node estimates the actual distance per average hop by us-
ing Formula (2): 
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Wherein, ( , )i ix y , ( , )j jx y  are the coordinates of the bea-
con nodes i  and j , respectively, 

jh is the number of light-
flooding between the beacon nodes i and j ( )j iπ .  

And then, the beacon node sends the broadcast packet 
containing the distance per average hop to the network. 
The to-be-located node receives and records the data pack-
age and then forwards it to the neighbor node, thus making 
most nodes get the broadcast packet from the beacon node 
closest to it. After the to-be-located node receives the data 
package, according to the hop counts recorded by itself, the 
light-flooding distance between the beacon nodes can be 
obtained. 

(3) Count its own location 
According to the light-flooding distance of each beacon 

node recorded in Step (2), the to-be-located node can cal-
culate the position coordinate of the to-be-located node by 
using maximum likelihood method. 

Suppose 1 1 1 2 2 2( , ), ( , ) ( , )n n nA x y A x y A x yº stands for the po-
sition coordinate of n beacon nodes, the estimated distance 
between the to-be-located node D and each beacon node is 
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So, we can get the following formula: 
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In Formula (3), if the first formula subtracts the last 
one, then we have: 
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(4) 

Formula (4) can be expressed as AX b= , wherein: 
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Fig. (1). Process of sending data packet by the beacon node. 
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And then the coordinate calculation formula of the 
node D is

  
X̂ = ( A

T
A)!1

A
T
b . 

3.2. Particle Swarm Optimization  

Particle Swarm Optimization (PSO) means to treat the 
individual in the group as a special particle, which has no 
volume or weight, and flies at a certain speed in the search 
space of solution. The individual makes a dynamic adjust-
ment according to the flying experience of its own and the 
particle groups. In N dimensional space, the position and 
speed of the No. i particle is expressed by the following 
vector: 
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When the algorithm begins, the particle is initialized 
randomly in the solution space, and then it constantly 
searches and follows the optimal particle among particle 
groups in the solution space, and more importantly it up-
dates itself by constantly tracking the optimal value 
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the particle itself has experienced and the optimal value 
gb  found in particle groups. 

The position and speed of the particle i  in the No. k  
iteration can be expressed as k

ix  and k
iv , respectively. The 

speed and position update formula is as follows: 
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In the formula, ω is inertia weight; 1c and 2c  are accel-
eration constants, and generally the data range is 0 ~ 2 .
1 (0,1)r U-­‐  and 2 (0,1)r U-­‐  are two random functions inde-

pendent of each other. ipb  is the best position that the 
particle i  has experienced; gb  is the best position the 
particle group has experienced. Particles keep learning 
and updating, and output the global optimum of the group 
when the search process terminates. 

3.3. The Encoding of Algorithm and the Selection of Fit-
ness Function 

The encoding of problem solution and the selection of 
fitness function are the critical problems to be solved when 
using Particle Swarm Optimization (PSO) to optimize 
problems. In IDV-Hop algorithm, the encoding of problem 
solution is based on the position of the unknown node, i.e. 
each particle is the position of the N unknown nodes. Sup-
pose the dimension of the sample vector is d , and in this 
paper, d  is 2, then we’ll use the following encoding struc-
ture: 

11 12 1 21 22 2 1 2d d N N Ndx x x x x x x x xL L L L  

11 12 1 21 22 2 1 2d d N N Ndv v v v v v v v vL L L L  

ˆ ˆ( , )f x y  

In the above encoding structure, the first part denotes 
the position of the N unknown nodes, the second part de-
notes the speed of the N unknown nodes, and the third 
part denotes fitness function. 

In this paper I propose the IDV-Hop algorithm by using 
Particle Swarm Optimization (PSO) to improve IDV-Hop. 
Its fitness function can be defined as: 
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(8) 

In the formula, the weight of the measurement accuracy 
between the to-be-located node and the No.  i  beacon node 
is denoted by

iα , which is in inverse proportion to the hop 
value between the to-be-located node and the beacon node. 
This value is obtained from the DV-Hop measuring stage. 
Here set the value of 

iα  as the reciprocal value of the hop 
value. The estimated position of the to-be-located node can 
be fulfilled by maximizing the value of ˆ ˆ( , )f x y , which 
helps minimize the localization error. Now the position of 
ˆ ˆ( , )x y  is the localization result by using IDV-Hop algorithm. 

IDV-Hop algorithm can be described as follows: 
 (1) Use the first and second stage in IDV-Hop algo-

rithm to estimate the measuring distance and hop count 
between the unknown node and the beacon node; 

(2) Set the initial r  particle groups, calculate the val-
ue of fitness function ˆ ˆ( , )f x y  of each particle, and initial-
ize 

ipb and gb ; 

 (3) Compare the fitness of each particle with the fit-
ness of the best position 

ipb  it has ever experienced. If it 
is better, then update

ipb ; 

 (4) Compare the fitness of each particle with the fit-
ness of the best position gb  the particle group has ever 
experienced. If it is better, then update gb ; 

(5) Update the speed and position of the particle ac-
cording to Formula (6) and (7); 

1 2
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n
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Fig. (2). Sketch map of maximum likelihood method. 
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(6) If terminating condition is satisfied, i.e. the prede-
termined maximum iteration number or good fitness, then 
finish it otherwise, turn to Step (3). 

4. SIMULATION EXPERIMENT 

In order to test the performance of IDV-Hop algorithm 
based on DV-Hop (GADV-Hop) localization algorithm in 
the genetic algorithm, a simulation comparison between 
IDV-Hop and DV-Hop is made by MATLAB [9]. In the 
simulation scene, which is set as an area of 100 100¥ , the 
to-be-located node will be laid out randomly. As the per-
formance of the beacon node located at the boundary is 
superior to the random layout, the beacon node is laid out 
at the boundary of the area. The emission radius of the ra-
dio frequency (RF) is set as 10 Hz. In this paper, average 
localization error is adopted to assess the performance of 
localization algorithm. Its definition is as follows: 

2 2
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100 ˆ ˆ( ) ( ) %
N

i i
i

error x x y y
N R =

= − + −
× ∑

 
(9) 

In the formula, N is the number of the to-be-located 
node, the estimated position of the to-be-located node i  
is ( ) ( )ˆ ˆ, , , .( 1,2 )i i i ix y x y i Nº=  is the actual position of the to-
be-located node, and R is the RF radius. 

This paper compares the performance of IDV-Hop lo-
calization algorithm and DV-Hop as well as DV-Hop 
(GADV-Hop) localization algorithm based on the genetic 
algorithm and analyzes the average localization error of 
various localization algorithms in different conditions. 

 (1) Change the number of the to-be-located node 
Lay out some to-be-located nodes randomly in the area, 

and 8 beacon nodes are laid out evenly at the boundary of 
the area. We can see from Fig. (3), the average localization 
error of the three algorithms decreases as the number of the 
to-be-located nodes increases. This is because the connec-
tivity of the network is increased due to the increase of the 
number of the to-be-located nodes, thus making the locali-

zation algorithm based on light-flooding more accurate. 
However, under the same conditions, the performance of IDV-
Hop localization algorithm is superior to the other two al-
gorithms.  

(2) Change the percentage of beacon nodes in the total 
number of nodes 

Lay out the 150 to-be-located nodes randomly in the 
square area, and assess the performance of each localization 
algorithm by changing the percentage of beacon nodes in 
the total number of nodes. We can see from Fig. (4), with 
the increase of the beacon node percentage, the localization 
error of different algorithms decreases rapidly. However, 
compared with the other two algorithms, the average local-
ization error of IDV-Hop localization algorithm is the 
smallest, and its performance can better satisfy the demand 
for localization accuracy applied in wireless sensor net-
works. 

(3) Change the emission radius R of the node radio fre-
quency 

Lay out the 150 to-be-located nodes randomly in the 
square area, set the number of beacon nodes as 8, and as-
sess the performance of each localization algorithm by 
changing the communication radius R of the node radio 
frequency. We can see from Fig. (4), the increase of the 
communication radius R makes better the connectivity of 
the network, thus decreasing the average localization error 
of different algorithms. However, under the condition that 
the same simulation parameters are set, the performance of 
IDV-Hop localization algorithm is superior. 

CONCLUSION 

In this paper, we propose an improved IDV - Hop lo-
calization algorithm, which utilizes DV-Hop to estimate 
the measuring distances between nodes to be positioned 
and the beacon node Then the Particle Swarm Optimiza-
tion algorithm is used to maximize the IDV-Hop fitness 
function to obtain the location coordinates of each node to 
be positioned. Simulation results show that, compared to the 

 
Fig. (3). Total numbers of to-be-located nodes-average localiza-
tion error. 

 
Fig. (4). The percentage of beacon nodes-average localization 
error. 
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DV-Hop algorithm and GADV-Hop algorithm, IDV-Hop 
algorithm provides higher positioning and can meet the re-
quirements of most wireless sensor network applications. 
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Fig. (5). Emission radius- average localization error. 


