Abstract: Categorizing the consecutive video frames into shots is the first step for content-based video retrieval. Recently, more and more research has made use of support vector machine to improve the performance of shot boundary detection. However, there has not been a uniform standard for selecting parameters of support vector machine kernel so that it relies on numerous experiences to try, which is not only time-consuming, but also can hardly obtain satisfactory results. In this paper, two novel algorithms for shot boundary detection are proposed, which based on support vector machine optimized by particle swarm and Tabu search respectively. The features are organized into a multi-dimension vector by using the method of sliding window. Experimental results show the effectiveness and robustness of the proposed algorithms, and the performance of support vector machine optimized by Tabu search is better than that of Particle swarm optimization algorithm.
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1. INTRODUCTION

As more and more video data are generated, spread, and accessed all over the world, the efficient methods for retrieving and searching video data according to people’s needs are becoming more and more important and urgent. In the content-based video retrieval, the first step is to segment a video sequence into single shot, which is comprised of a sequence of consecutive frames shot by the same camera [1-3]. There are two basic types of shot transitions: cut transition and gradual transition. A cut transition often takes place over a single frame and a gradual transition which has several forms occurs over a sequence of frames gradually.

Over the past decade, shot boundary detection (SBD) has obtained a considerable amount of research, and a large variety of methods have been proposed to address the problem. Lately, more and more research has made use of machine learning methods to improve the performance of SBD. Reference [4] presents a unified model for detecting different types of video shot transitions. Based on the proposed model, it formulates frame estimation scheme using the previous and the next frames. Unlike other shot boundary detection algorithms, instead of properties of frames, frame transition parameters and frame estimation errors based on global and local features are used for boundary detection and classification. Reference [5] proposes an efficient one-pass algorithm for shot boundary detection and a cost-effective anchor shot detection method with search space reduction, which are unified scheme in news video story parsing.

Reference [6] adopts KNN classification, naive bayes probability classification methods and SVM to categorize sequence frames into cuts and non-cuts; for the non-cuts, it makes use of wavelet denoising method to detect gradual frames, thus completing the whole shot segmentation. Reference [7] presents a novel feature which is consistent with human visual attention, and it constructs the feature into a multi-dimension vector to be categorized with SVM. Furthermore, it uses the brightness feature to assist detection. Reference [8] presents an algorithm for shot boundary detection based on SVM in compressed domain. It uses sliding window method to organize the features into a multi-dimension vector, and then segments a video into shots by the classifying model, which completes shot boundary detection finally.

However, there has not been a uniform standard for selecting parameters of SVM kernel so that it relies on experience or numerous trials, which is not only time-consuming, but also can hardly obtain satisfactory results.

In this paper, algorithms for SBD based on support vector machine (SVM) respectively optimized by PSO-SVM and Tabu-SVM optimized classification models are proposed. Firstly, features of color histogram and wavelet texture are extracted from videos, and then organized into a multi-dimension vector by using the method of sliding window. Following that, the PSO and Tabu algorithms are utilized to implement the simulation and iterative optimization towards parameters of SVM kernel function respectively, then the models trained by the approximately optimal parameters are applied to judge and classify the frames of videos, thus SBD is completed. Experimental results show the effectiveness and robustness of the proposed algorithms.

2. FEATURE EXTRACTION

Color histogram represents the ratio that different color occupies in an original frame and can be extracted by computing the number of pixels in each color bin. Color histogram has been proved to have a good effect on detecting shot...
transitions with global camera motion and local object motion. To make sure whether two shots are separated with a hard cut or a gradual transition, we need to compute the inter-frame differences. We calculate the histogram bin value for each single channel belonging to the original frame, and utilize the \( d \) distance to define the dissimilarities.

\[
d(H_i, H_j) = \sum_{i=1}^{N} \frac{(H_i(i) - H_j(i))^2}{\max(H_i(i), H_j(i))}
\]

(1)

Where \( i \) denotes the bin index, \( H_i \) represents the color histogram.

Brightness variance has quite a high accuracy for detecting dissolve and fade in/fade out. When the two kinds of gradual transitions happen, the brightness variance value shows two characteristics. On the one hand, the transition frames show an obvious drop in contrast [9]. On the other hand, the brightness variance shows a continuous and identical change between the two adjacent shots; meanwhile the brightness variance differs little within a shot. The definition of brightness variance is:

\[
S_i = \sum_{(x, y) \in B} \sum_{j=1}^{M} (p - p_{ij})^2
\]

(2)

Where \( p \) represents the average of all pixels from a single channel.

Corner is a kind of contour feature and rather robust to the object motion in the frame. As a kind of key point of frame, corner has the advantages of being stable and having a large amount of information. Compared with another contour feature edge change ratio, its computation load is many times smaller. Generally speaking, corner has a strong robustness for image rotation, image translation and image noises. We can control the number of corners in a frame by modifying or adjusting the minimum quality factor and smallest distance between every two corners on purpose.

Here we conduct the corner feature measure according to the equation (3):

\[
X = \frac{1}{k} \sum_{i=1}^{k} \left( c_i(x) - c_i(y) \right)^2
\]

(3)

Where \( k \) denotes the corner number of which the horizontal and vertical coordinates are \( c_i(x), c_i(y) \). Then the corner difference can be obtained according to the equation (4):

\[
D_{j+1} = |X_j - X_{j+1}|
\]

(4)

In line with MPEG principle, DC coefficient can be obtained by means of conducting DCT transformation and quantization process. First, an image is divided into blocks of 8*8. For the DCT transformation, the first value of a block is direct-current component, its value equals the average value of the corresponding block, and it is called DC coefficient. Then the amount can be obtained, which is the differences between DC coefficients of two co-located blocks exceed some certain threshold, it is taken as frame difference of DC coefficients.

3. ORGANIZATION OF FEATURE VECTOR

3.1. Difference Between the Frames

In order to detect the abrupt cuts and gradual transitions synthetically, computation of dissimilarity for video frames is fixed not only between the adjacent frames, but also between the frames with a certain length \( l \), which is called the inter-frame distance. According to the shot transition styles, the inter-frame distance \( l \) selected here has four values, which are 1, 2, 3.

The computation of dissimilarity for frames can be represented as:

\[
D^{i=1} = [d(H_1, H_2), ..., d(H_i, H_{i+1}), ..., d(H_{N-1}, H_N)],
\]

\[
D^{i=2} = [d(H_1, H_2), ..., d(H_i, H_{i+2}), ..., d(H_{N-2}, H_N)],
\]

\[
D^{i=3} = [d(H_1, H_2), ..., d(H_i, H_{i+3}), ..., d(H_{N-3}, H_N)].
\]

(5)

3.2. Context Feature Vector

Here we adopt the sliding window strategy to handle the inter-frame differences. According to various shot transition boundaries, the window length is set as 20, 40, 50 respectively. For each \( l \) frame, the corresponding feature indicator is centered in the preset sliding window. In addition, to optimally define the content of video frames and shot transitions, the normalization for feature dissimilarities is conducted. After concatenating the feature vectors with distinct \( l \), we can obtain the final feature vector as follows:

\[
FV(i) = [C_h^{o=1}(i), B_v^{o=1}(i), C_n^{o=2}(i), D_c^{o=1}(i),
\]

\[
C_h^{o=2}(i), B_v^{o=2}(i), C_n^{o=2}(i), D_c^{o=2}(i),
\]

\[
C_h^{o=3}(i), B_v^{o=3}(i), C_n^{o=3}(i), D_c^{o=3}(i)]
\]

(6)

Where \( C_h^{o=1} \), \( B_v^{o=1} \), \( C_n^{o=2} \), \( D_c^{o=1} \) denote the original feature vector respectively for the color histogram, brightness variance corner and DC coefficients under inter-frame distance \( l = f \).

4. SHOT BOUNDARY DETECTION BASED ON SVM

4.1. Support Vector Machine

SVM is a new machine learning method proposed by Vapnik in the 1990s, which is based on the statistical theory and principle of structural risk minimization. The principle of SVM classification is to map the input space into a very high dimensional feature space and construct an optimal separating hyper plane in the corresponding space, and obtain the decision function of classifier [10, 11]. SVM is not only with simple geometric explanation but also elegant formulation as a quadratic optimization problem. Because of the convexity of the quadratic optimization problem with linear and box constraints, the global optimum categorizing and regressing solution can be guaranteed.

In the SVM classification problem, the problem of supervised learning is formulated as follows. Given a set of train-
4.2. Shot Boundary Detection Based on PSO-SVM

Particle swarm optimization is an evolutionary computing technology which is inspired by the artificial life research and simulates the process of migration of group behaviors. It abstracts each individual in the group as a particle without mass and volume. In the iterative process, each particle modifies its direction and velocity by the optimal value produced by it and others; thereby the positive feedback mechanism is formed during the group optimization process. Based on the characteristics above, we select PSO algorithm to optimize two parameters in SVM, completing the iterative process.

Group initialization and parameters settings: The population is consisted of 20 particles whose velocities are produced randomly. Besides, the parameters $c$ and $\gamma$ is designed to vary in the range of [0,100] and [0,1000] respectively.

\[ f(x) = \text{sgn} \sum_{i=1}^{n} a_i y_i K(x_i,x) + b \]  
\[ K(x_i,x) = \exp(-\gamma \|x_i - x\|^2), \gamma > 0 \]

The existing studies have shown that the kernel function parameter and penal factor are the key factors affecting SVM’s performance. Kernel function parameter mainly influences the complexity of the distribution for sample data in the high-dimension feature space. The change of kernel function parameter demonstrates VC dimension of feature space alters indirectly, and then it affects the fiducially range of SVM, finally leads to the change of structural risk range.

Besides, the penalty factor takes charge of the compromise between the maximum interval and classification error. A quite large value for $c$ can probably cause the over fitting problem; on the contrary, the under fitting problem will occur when the value of $c$ is not large enough.

Evaluate the fitness: The function $f(c, \gamma) = \text{accuracy}$ is adopted to evaluate the fitness. In this paper, the strategy of cross validation is utilized to compute the fitness which equals the value of accuracy of training sets. In other words, the accuracy shows positive correlation with the fitness. The training sets is divided into 3 parts in the cross validating operation.

Update the velocity and position: When the optimal local solution and global solution for the current generation are obtained, the particles are updated according to the velocity and position updating equations, which are defined as:

\[ V_{i+1} = \omega V_i + c_1 \text{rand}(pbest - x_i) + c_2 \text{rand}(gbest - x_i) \]
\[ X_{i+1} = X_i + V_{i+1} \]

Where rand denotes a random number between 0 and 1; $\omega$ denotes the inertia weight factor which is used to control the effect from the previous particles. $x_i$ and $v_i$ represents the particle position and velocity respectively; and $pbest$, $gbest$ represents the local optimal and global solutions.

Update the local fitness and global fitness: If the current fitness is prior to the local best fitness, replaces the $pbest$ with current value, meanwhile updates position the particle occupies; and if the current fitness is prior to the global best fitness, replaces the $gbest$ with current value, meanwhile updates position the particle stays.

Iterative times: If the iteration reaches the iterative times or achieves quite great a solution, then stop the iterations and output the optimal solutions; otherwise, go to step which is evaluate the fitness.

As is shown in Fig. (2), the parameter optimization process indicates that different SVM parameters make prominent differences in classification accuracy. The point A in the figure represents the best predictive situation in terms of the optimal parameters. The implementation of parameter optimization is based on LIBSVM [9], in which the parameter $\gamma$ is represented as $g$. 

---

**Fig. (1).** Process of obtaining SVM mode.

**Fig. (2).** Parameter optimization process.
4.3. Shot Boundary Detection Based on Tabu-SVM

Tabu search was proposed by Glover in 1986. As an extension of the local neighborhood search, it is quite effective to search the optimum global solution. Besides, it is not inclined to fall into a local optimum value because of the existence of tabu list. The main strategies in tabu optimization are set as follows:

**Initial solution and fitness function.** \((c_0, \gamma_0)\) denotes an initial solution generated randomly, fitness function \(f (c, \gamma) = \text{accuracy}\) is adopted to evaluate the fitness, where \(c\) denotes the penalty factor and \(\gamma\) denotes the kernel function parameter in SVM.

**Neighborhood solutions and tabu object.** Around the initial solution \((c_0, \gamma_0)\), we can get many groups of solutions \((c, \gamma)\), and each of them will get a fitness value accordingly. Besides, \(c\) and \(\gamma\) are designed to vary in the range of \([0, 100]\) and \([0, 1000]\) respectively, with the varying step is 0.1.

**Candidate set.** The candidate set consists of solutions selected by the fitness function in each generation.

**Tabu list.** The best solution of the current generation is put into the tabu list whose value refers to the forbidden iterative times, avoiding constant local search. The length of tabu list is set as 10.

**Special amnesty.** When the fitness value of one taboo solution is higher than the fitness of best solution so far, the solution is allowed to deviate from the tabu list.

**Iteration criterion.** The strategy adopted here considers two aspects: maximum iterative times and good enough solutions. The pre-set iterative times is 500. As we can see in Fig. (3), it shows the construction of classification model via Tabu-SVM. Through the whole evolving procedure displayed, a categorizing model trained by the optimal parameters will be obtained.

5. EXPERIMENTAL RESULTS AND ANALYSES

5.1. Experimental Data

Our algorithm is tested on TREC-2001 video data set. The selected data set is consisted of 30000 frames around; each of the video clips is approximately between 3-minute and 5-minute long. Moreover, it contains conspicuously global camera movements and local object motions with continuous flash scenes, and the frame rate is 29.97fps.

5.2. Performance Measure

To measure the detection performance, we use two conventional performance measures for shot boundary detection, precision and recall [1], which are defined as:

\[
\text{Recall} = \frac{\text{hit}}{\text{hit + miss}} \quad (11) \\
\text{Precision} = \frac{\text{hit}}{\text{hit + false}} \quad (12)
\]

To have a comprehensive performance measure for comparison, we also use the measure of \(F_1\) in our evaluation. The measure of \(F_1\) is considered to have a favorable compromise between precision and recall, which is defined as:

\[
F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (13)
\]

5.3. Results and Comparisons

Ten clips of videos chosen from the video data set mentioned in the paper are used to test our proposed algorithm, and the partial experimental results derived from six videos are shown as in the (Table 1).

We detect the shot boundary of the selected video set with the proposed algorithm, then compare the result obtained with the boundary information TREC provided. Furthermore, we compare the experimental results with the results of the algorithms proposed by Reference [6] and Reference [8] under the identical test sets. The result show in table

<table>
<thead>
<tr>
<th>Video List</th>
<th>Precision%</th>
<th>Recall%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cut</td>
<td>Gradual</td>
</tr>
<tr>
<td>Video 1</td>
<td>98.75</td>
<td>92.75</td>
</tr>
<tr>
<td>Video 2</td>
<td>96.13</td>
<td>87.32</td>
</tr>
<tr>
<td>Video 3</td>
<td>96.94</td>
<td>91.27</td>
</tr>
<tr>
<td>Video 4</td>
<td>97.66</td>
<td>93.46</td>
</tr>
<tr>
<td>Video 5</td>
<td>98.64</td>
<td>92.77</td>
</tr>
<tr>
<td>Video 6</td>
<td>99.50</td>
<td>89.92</td>
</tr>
</tbody>
</table>
Table 2. Comparative results of $F_1$.

<table>
<thead>
<tr>
<th>RUNS</th>
<th>$F_1$%</th>
<th>$SUM_F_1$%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cut</td>
<td>Gradual</td>
</tr>
<tr>
<td>RUN-1</td>
<td>94.24</td>
<td>69.83</td>
</tr>
<tr>
<td>RUN-2</td>
<td>95.77</td>
<td>83.92</td>
</tr>
<tr>
<td>RUN-3</td>
<td>96.84</td>
<td>84.75</td>
</tr>
<tr>
<td>RUN-4</td>
<td>97.75</td>
<td>85.64</td>
</tr>
</tbody>
</table>

(2), where RUN-1 represents the algorithm in Reference [6], RUN-2 represents the algorithm proposed by Reference [8], RUN-3 and RUN-4 respectively represent Shot Boundary Detection based on PSO-SVM, Shot Boundary Detection based on Tabu-SVM in this paper.

We can see from the table, the algorithms proposed in this paper are superior to other two methods in the measure of $F_1$. RUN-1(Reference [6]) method adopts a hierarchical detection method which utilizes two-category classifier on each layer to detect the video shot boundary, and only one layer adopts the classifier based on SVM. RUN-2(Reference [8]) algorithm also uses the support vector machine, but did not support vector machine to optimize the parameters affecting the performance of the algorithm. The algorithms proposed in this paper use the PSO-SVM and Tabu-SVM respectively, archiving good performances in shot boundary detection. Furthermore, the Tabu-SVM preforms better than the PSO-SVM.

CONCLUSION

In this paper, an algorithms for SBD based on support vector machine (SVM) optimized by particle swarm optimization (PSO) and an algorithm for SBD based on support vector machine (SVM) optimized by Tabu search (Tabu) are proposed. The algorithms utilize PSO and Tabu search to optimize the parameters of SVM respectively, then classify the video frames and completes the shot boundary detection by using the models trained by the approximately optimal parameters obtained. Experiments show that the algorithms have excellent performances in terms of precision, recall and $F_1$ on TREC video set 2001.
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