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Abstract: Naive Bayes (NB) classifier is a simple and efficient classifier, but the independent assumption of its attribute 
limits the application of the actual data. This paper presents an approach called particle swarm optimization-naive Bayes 
(PSO-NB) which takes advantage of combination particle swarm optimization with naive Bayes for attribute selection to 
improve naive Bayes classifier. This method applies PSO firstly to search out an optimal subset of attributes reduction in 
the original attribute space, and then constructs a naive Bayes classifier on the gotten subset of the attributes reduction. 
Nineteen experimental results on UCI datasets distinctly show that compared with Cfs-BestFirst algorithm, NB algorithm, 
Decision Tree(C4.5) algorithm, K-neighbor(KNN) algorithm, the proposed algorithm has higher classification accuracy. 
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1. INTRODUCTION 

Classified prediction is an important branch of data min-
ing. Classification is to identify a set of data collection that 
can describe typical characteristics of the model to make 
predictions of the unknown variables or categories. The core 
part of the classification algorithm is to construct a classifier. 
Because of the efficient calculation, the high accuracy and 
the solid theoretical foundation, naive Bayes classifier has 
been widely used. But Naive Bayes assumes that for the giv-
en class all the attributes of instance are independent of each 
other, which is called Naive Bayes assumption. Owing to the 
independence between attributes, the parameters of each 
attribute can be estimated separately, which simplifies the 
calculation greatly; making it especially suitable for the clas-
sification problems with a very large number of attributes 
(the number of its attributes is usually ranging several thou-
sand to tens of thousands). However, in the real classifica-
tion problem，this assumption is often untenable. So in 
many documents, Naive Bayes classifier’s performance is 
not perfect. In order to relax the limitation of attribute inde-
pendence assumption, many scholars have done a lot of re-
search to improve its performance. 

Relevant work is divided into the following three catego-
ries: 

1. Structure extension: Originally, each attribute variable 
of Naive Bayes only has one classified variable as its parent  
 
 

node, which is not conducive to express dependencies be-
tween attribute variables. So this structure of augmented 
Naive Bayes uses directed edge expressing dependencies 
between attributes. Friedman etc. propose a Tree Augmented 
Naive Bayes classification method, TAN [1]. In TAN classi-
fier, each attribute variables can have at most one other at-
tribute variables except for categorical attribute variables as 
the parent node, which extends the limitation that each at-
tribute variables only have one categorical attribute as the 
parent node in Naive Bayes. On the basis of TAN, Friedman 
proposes Bayesian Augmented Naive Bayes classifier, BAN 
[2]. In BAN, categorical attribute variables are the parent 
node of all the attribute variables, any directed acyclic graph 
can be constructed between attribute variables. Jin Zhe, etc. 
propose a Bayesian Augmented Naive Bayes classifier 
GBAN in his paper [3]. GBAN classification derives from 
genetic algorithms. GBAN classification model not only 
satisfies BAN model for limiting the network structure, but 
also includes the following features: Besides the categorical 
variable as its parent node, each attribute variable has no 
more than m parent nodes (usually m≤4). 

2. Attribute weighting: Originally, Naive Bayes consid-
ered each attribute variable is equally important for classifi-
cation, so the weights are 1. But in fact it’s not always the 
case. Therefore, when constructing Bayesian, attributes are 
assigned different weights. Qin Feng etc. propose the Attrib-
ute Weighted Naive Bayes improved algorithm whose 
weighted parameters are learned directly from the training 
data [4]. Weights can be quantified in order to measure the 
degree of correlation between condition attribute variables 
and categorical attributes variables. The prior probability of  
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weighting adjustments replaces the prior probability of orig-
inal Naive Bayes to calculate so as to improve the classifica-
tion performance. Zhang Wen, etc. propose the Weighted 
Integration Bayesian classification algorithm based on at-
tribute correlation [5], introducing the correlation coefficient 
in mathematics, considering it as the impact of a property on 
this category, giving attributes with high or low relevancy to 
lager or less weight and using attribute weighting method 
based on the integration learning of AdaBoost algorithm. 

3. Feature selection: Select an independence assumption 
attributes subset which is approximately satisfying the condi-
tions from the entire attribute space and construct Naive 
Bayes classifier on the new subset of attributes. This article 
will describe these methods in detail.  

Feather subset selection improved Naive Bayes by re-
moving redundant or irrelevant attributes from the training 
data intensively and only selecting those most useful attrib-
utes in the learning stage [6]. In fact, such improved algo-
rithm, only using a subset of the specified attribute to pre-
dict, is a variant of Naive Bayes. Now, researchers have pro-
posed a number of feature subset selection algorithms and 
proved that these algorithms have considerably improved 
Naive Bayes. Yang Guangzu etc. proposes a Bayesian algo-
rithm feature selection algorithms, firstly sorting the attrib-
utes in accordance with the level of information gain value 
of attributes, and then choosing the properties, so it is possi-
ble to improve the performance of classification [7]. Zhang 
Jing and Wang Jianmin put forward an new attribute reduc-
tion based on the attribute correlation [8]. In the paper au-
thors proposed a new definition of attribute relevance based 
on rough set theory firstly, and then construct attrib-
ute reduction algorithm from two aspects. That is, for one 
thing, the greater correlation between the subset and classifi-
cation attribute the better; for another, the smaller correlation 
between attributes subset the better. Eventually, the algo-
rithm find redundant attributes from the attribute set effec-
tively, resulting in ideal reduction of the subset of attributes. 

In addition, many common feature subset selection algo-
rithms are not only used to improve Naive Bayes, also used 
for a variety of classification methods. S.Casale and A. Rus-
so applied joint use of property assessment methods 
CFSSubsetEval and search strategies BestFirst in the paper 
[9]. CFSSubsetEval-BestFirst method can also be embedded 
in WEKA [10] (Waikato Environment for Knowledge Anal-
ysis) software. Ratanamahatana and Gunopulos proposed a 
method for feature subset selection by constructing a deci-
sion tree in the paper [11]. 

Kennedy and Eberhart put forward the particle swarm 
optimization (PSO) [12], which is a method of optimizing 
numerical functions on integrating group behavior, human 
decision and simulation of birds’ flight to forage behavior. 
And it then evolved into a random search method of the op-
timal solution for feature selection [13, 14]. 

In the paper, the authors present an algorithm called 
PSO-NB, which applies PSO to NB. The remainder of this 
paper is organized as follows. The basic principle of the na-
ive Bayes is given in section 2. Section 3 introduces the  
 

 

particle swarm optimization algorithm. Section 4 elaborates 
the proposed PSO-NB method. Section 5 gives the experi-
mental result of comparison of the proposed method with the 
four other methods. Section 6 summaries this paper. 

2. NAIVE BAYES CLASSIFICATION 

Naive Bayes classifier uses the probabilistic method to 
predict a class for every instance of data set. The specific 
working process of Naive bayes is as follows [15-17]: 

Let T as the training sample set. Each sample has catego-
ry labels. Sample set has a total of m classes: C1, C2, ..., Cm. 
Each sample is represented by an n-dimensional vector 
X={x1, x2, ..., xn}, and each vector describes n attributes 
A1, A2, ..., An. 

1. Given a simple X, the classifier will predict that X be-
longs to the highest posterior probability of class. If and only 
if P(Ci|X)>P(Cj|X), 1≤i, j≤m, X is predicted to belong to 
class Ci. According to the bayes' theorem, 
P(Ci|X)=P(X|Ci)P(Ci)/ P(X). Because P(X) is the same for all 
classes, it only need to find the largest P(X|Ci)P(Ci). The 
prior probability of class Ci can be calculated. P(Ci)=si/s, si is 
the number of training samples of class Ci, and s is the total 
number of training samples. If the prior probability of class 
Ci is unknown, it is usually assumed that the probability of 
these classes are equal, then P(C1)= P(C2)= …= P(Cm), there-
fore the problem is transformed into how to get maximum 
P(X|Ci). 

2. If the data set has many attribues, the workload of cal-
culating P(X|Ci) is very high. In order to reduce the compu-
tational overhead of P(X|Ci), simple assumptions that under 
certain condition attribute characteristic value is independent 
of each other. Mathematics is expressed as: 
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3. Probability P(x1|Ci)、P(x2|Ci), …, P(xn|Ci) can be cal-
culated from the training set. Here xk refer to the attribute Ak 
of sample X. 

4. For each class, calculating P(X|Ci)P(Ci). If and only if 
P(X|Ci)P(Ci) is maximum, the classifier prediction sample X 
belongs to class Ci. 

3. PARTICLE SWARM OPTIMIZATION 

Kennedy and Eberhart integrate group behavior, human 
decision and simulation of birds’ flight to forage behavior, 
and propose particle swarm optimization algorithm [12]. In 
this algorithm, each solution of the optimization problem is 
searching a bird in the space, which is called as the “parti-
cle”. All particles have a fitness value that is measured by 
fitness function, and have a speed to decide the direction and 
distance of particle flight. 

Like other evolutionary algorithms, particle swarm opti-
mization algorithm also uses concepts such as the group and  
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evolution. And the algorithm operates according to individu-
al fitness value. But the particle swarm algorithm does not 
like other evolutionary algorithms using evolutionary opera-
tors for individual. Instead each individual is seen as in n-
dimensional search space without weight and volume of the 
particles, and at a certain flight speed in the search space. 
According to the individual flight experience and group 
flight experience, the flight speed can be adjusted dynami-
cally. The PSO algorithm is initialized to a group of random 
particle (random solutions), and then through the iteration to 
find the optimal solution. In each generation, particles update 
themselves by tracking two extremums. The first extremum 
is the optimal solution for the particle it has ever experi-
enced. This solution is known as individual extremum.  

Another extreme is optimal solution for the whole popu-
lation they have ever experienced at present. This extremum 
is known as global extremum. Also a part of the whole popu-
lation can be selected as the particle's neighbors, the extre-
mum that in all neighbors called local extremum. This algo-
rithm makes use of information sharing mechanism in birds, 
and it is the whole population movement from disorderly to 
orderly evolution process in problem solving space, and can 
obtain the optimal solution. Assume the number of particles 
in group is s. The best position visited by all particles in the 
group is Pg(t), Pg(t)∈{P0(t), P1(t), …, Ps(t)}, 

f(Pg(t))=min{f(P0(t)), f(P1(t)),…, f(Ps(t))}  (2)  

 The evolution equation of particle swarm optimization 
algorithm can be described as  
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In the equation (3) and (4), the subscript j represents the j 
dimensional of particle, the subscript irepresents particle i, t 
represents the t generation. C1 is a cognitive learning factor, 
C2 is a social learning factor, and they are usually set from 0 
to 2.0.  When the learning factor C1 and C2 is set to the same 
value,it means that the particles in the search for itself and 
social aspects have the same proportion, r1～U(0,1) and r2～
U(0,1) are two independent random function. 

When the maximum generation is reached or the desig-
nated value of the fitness is achieved, iterations of the PSO 
are terminated. The PSO is also called continuous PSO in 
our study. 

For dealing with combination optimization problem, 
Kennedy proposed BPSO(binary particle swarm optimiza-
tion) algorithm, the value of xid is “0” or “1”(i=1,2, …, n). 
The value is determined according to the following sigmoid 
function:  
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Where xid=1 (d=1,2,…,n) represents that the d th feature 
is selected otherwise this d th feature is not selected at parti-
cle i. Rand() represent a random value between 0 and 1. In 
our study, the number n represents all hyperspectral feature 
number. Therefore, feature selection problem can be imple-
mented by BPSO (Binary PSO). BPSO is used to select op-
timal feature subset.  

4. PSO-NB 

After a PSO search process, an attribute subset is selected 
in the PSO-NB algorithm. Naive Bayes’classification accu-
racy is used as the fitness function to evaluate alternative 
subsets of attributes. And after several generations of evolu-
tion, the individual with the highest classification accuracy is 
selected. Fig. (1) shows the flow chart of the developed 
PSO-NB model. 

The outline of the proposed algorithm lists as follows: 

Step 1. Initialize population X by binary code, each parti-
cle is composed of a string of feature selection bit. 

Step 2. Remove attributes which are not selected from 
the training samples attribute to get the training data T, ac-
cording to the feature of each particle selection bit. 

Step 3. Calculate priori probability P(yi) of each class of 
training data. 

Step 4. Calculate conditional probability P(x|yi) of each 
attribute’ division. 

Step 5. Calculate priori probability P(yi)*P(x|yi) of each 
class. 

Step 6. Select the maximum priori probability P(yi)* 
P(x|yi) as the class x belongs to. 

Step 7. Calculate the entire sample classification accura-
cy as the classification accuracy BestAccuracy and its corre-
sponding feature selection Bestf. 

Step 8. Determine whether the current accuracy and 
number of iterations reaches the end of the condition, if 
reached, go to step 13, otherwise the next step go into the 
next generation iterative process. 

Step 9. For each particle, compare its classification accu-
racy of current position with the classification accuracy of 
the best position Bestpi (feature selection bit) which it expe-
rienced. If the former is better than the latter, then Bestpi 
equals the current position.  

Step 10. For each particle, compare its classification ac-
curacy of its best position Bestpi with global best position 
Bestpg. If the former is better than the latter, then Bestpg 
equals the current position. 

Step 11. Update position and velocity of each particle, 
then go to step3. 

Step 12. Repeat step 2 to step 7 to get the current best ac-
curacy BestAccuracy_temp and its corresponding subset of 
feature selection. If BestAccuracy_temp> BestAccuracy, 
then BestAccuracy=BestAccuracy _temp, Bestf =f_temp. 
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Step 13. Repeat step 2 to step 7 according to training data 
selected by Bestf attributes to get final classified accuracy. 

5. EXPERIMENT RESULTS 

The software platform adopted to develop the PSO-NB 
algorithm is Matlab2010a. 

In order to measure the performance of the developed 
PSO-NB approach, the following datasets in UC Irvine Ma-
chine Learning Repository [18] are used: balance, blood, 
diabets, glass, haberman, iris, kr_V_kp, Libras_Movement, 
liver, liverdisorder, p_gene, parkinsons, sonar_all_data, Soy-
bean, splice, tic_tac_toc, wdbc, wine, zoo. Table 1 presents 
the properties of these datasets. 

To guarantee valid results for making predictions regard-
ing new data, the dataset is further randomly partitioned into 
training sets and independent test sets via a k-fold cross vali-
dation [19]. This study used k=10. Each of the 10 subset is 
used as test data sets in turn, so the program runs 10 times. 
The final classification accuracy is expressed in the form 
“mean±standard deviation”. 

In the PSO-NB algorithm, the parameters are initially set 
as follows. Iterations GEN is 200, population size NP is 40, 
C1 and C2 are generated randomly in the interval [0,+∞]. 

To verify the excellence of PSO-NB for parameters op-
timization, the authors design an experiment to compare the 
PSO-NB algorithm, NB algorithm, C4.5 algorithm, KNN  
 

 
 

algorithm and Cfs-BestFirst algorithm (that is an embedded 
feature selection algorithm in WEKA. In WEKA’s Attrib-
uteSelectedClassifier, evaluator is CfsSubsetEval, search 
method is BestFirst. And classification algorithm is naive 
bayes. So, it shorts for Cfs-Best First). The experimental 
result is shown in Table 2.  

The experiment result is illustrated as follows: 

It is obviously seen that the PSO-NB classification per-
formance is much better than Cfs-BestFirst algorithm, NB 
algorithm, C4.5 algorithm, KNN algorithm, etc. Among the 
19 testing data sets, 12 test results of PSO-NB rank first (* is 
put at the end of the test results). Its average classification 
accuracy is also significantly higher than that of other data 
sets. 

When comparing PSO-NB algorithm, Cfs-BestFirst algo-
rithm, NB algorithm, it is found that the average classifica-
tion accuracy of Cfs-BestFirst (77.78) is slightly less than 
that of NB (78.07). But when compared to PSO-NB average 
classification accuracy, both of them are inferior, with the 
gap about 6%. Among the whole 19 testing sets, 16 test re-
sults of PSO-NB rank first, thus proves that its classification 
performance is much better than the former two. 

The obtained results clearly confirm the superiority of the 
PSO-NB algorithm compared to Cfs-BestFirst algorithm, NB 
algorithm, C4.5 algorithm, KNN algorithm, etc. 

  

 

Fig. (1). The fiow chat of the PSO-NB model. 



A Novel Naive Bayes Classification Algorithm The Open Automation and Control Systems Journal, 2014, Volume 6     751 

 

Table 1. Datasets from the UCI repository. 

Dataset Number of Instances Number of Features Number of Classes Numeric 

balance 625 4 3 Y 

blood 748 4 2 Y 

diabetes 768 8 2 N 

glass 214 9 6 N 

haberman 306 3 2 Y 

iris 150 4 3 N 

kr_V_kp 3196 36 2 Y 

Libras_Movement 360 89 15 N 

liver 327 6 2 N 

liverdisorder 345 6 2 Y 

p_gene 106 57 2 Y 

parkinsons 195 22 2 N 

sonar_all_data 208 60 2 N 

Soybean 47 35 4 Y 

splice 1000 60 2 Y 

tic_tac_toc 958 9 2 Y 

wdbc 569 30 2 N 

wine 178 12 3 N 

zoo 101 16 7 Y 

 
Table 2. Experimental results. 

Dataset PSO-NB(%) Cfs-BestFirst(%) NB(%) C4.5(%) KNN(%) 

balance 70.81±5.71 63.52±4.97 90.62±1.34 77.76±3.85 86.99±2.83 

blood 70.27±5.14 76.27±3.08 75.28±3.47 78.20±3.71 77.18±3.45 

diabetes 80.13±4.41* 77.06±4.70 75.75±5.32 74.49±5.27 73.86±4.61 

glass 68.10±8.41* 48.11±9.97 47.84±8.74 68.08±9.28 66.18±8.22 

haberman 70.67±6.99 74.21±5.48 75.06±5.42 71.05±5.20 70.49±5.17 

iris 97.33±3.44* 96.20±4.26 94.87±5.26 94.73±5.30 95.73±4.60 

kr_V_kp 93.20±1.00 92.97±1.43 84.00±1.96 99.34±0.41 95.83±1.10 

Libras_Movement 66.39±10.51* 66.94±7.56 64.42±7.67 45.72±7.92 63.56±7.39 
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Table 2. contd.. 

Dataset PSO-NB(%) Cfs-BestFirst(%) NB(%) C4.5(%) KNN(%) 

liver 74.06±8.08* 62.54±7.32 63.00±7.75 63.28±7.57 65.32±7.61 

liverdisorder 71.47±5.55* 56.15±6.48 54.89±8.83 65.84±7.40 60.48±7.92 

p_gene 98.00±4.22* 85.35±10.57 81.10±11.76 80.05±12.04 72.34±13.14 

parkinsons 94.74±3.51* 77.83±8.92 70.14±9.24 84.69±7.96 92.73±5.27 

sonar_all_data 90.50±4.97* 67.62± 9.26 67.71±8.66 73.61±9.34 82.28±9.12 

Soybean 100.00±0.00* 100.00±0.00 98.00±6.03 97.65±7.12 100.00±0.00 

splice 91.70±1.42 82.32±3.61 83.48±3.33 94.44±2.54 69.13±3.78 

tic_tac_toc 77.16±4.21 65.40±0.50 71.28±2.45 89.15±3.93 83.69±2.66 

wdbc 96.79±1.84 94.55±3.03 93.31±3.30 93.27±3.55 96.88±2.25 

wine 97.65±3.04* 94.78±4.58 95.60±4.29 92.98±5.77 94.21±4.90 

zoo 99.00±3.16* 95.95±5.09 96.95±4.75 92.61±7.33 95.05±6.70 

mean 84.63±4.51 77.78±5.31 78.07±5.77 80.89±6.08 81.05±5.30 

 
CONCLUSION 

In this paper, aiming at the shortcomings of the inde-
pendent assumption of naive Bayes classification, combined 
with particle swarm optimization, a novel pso-nb algorithm 
is proposed. It selects an attribute subset through the whole 
space of attributes by carrying out a pso search process. 
Simulation results show that the proposed algorithm greatly 
enhances classification accuracy of naive Bayes. 
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