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Abstract: A mathematical model for dynamic fleet planning with multi routes and multi ship, which took the maximum 
total operation profits as its objective function, was built up according to the characteristics of the shipping company. The 
model had the following characteristics: Firstly in the model, the long-term fleet planning and short-term scheduling were 
combined. Secondly, the economic and technology indexes were changed with ship’s age, which fully reflect the dynamic 
fleet planning. At the same time, because of being at a large scale, discrete, multi-dimensional and multi-stage optimiza-
tion problem has become very difficult to solve. An improved discrete particle swarm optimal (IDPSO) algorithm was 
used to solute the model. According to the characteristics of the traditional discrete particle swarm optimization algorithm, 
some methods including coding strategy, iterative formula, initialization, dimension mutation operator to avoid precocious 
etc. for discrete particle swarm algorithm, were used to improve the method, which can be more suitable for fleet plan-
ning’s mathematical model and to avoid premature phenomenon. Finally, an example was given to show that the im-
proved method was effective.  
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1. INTRODUCTION 

Over time, inevitably some old ships will gradually be 
eliminated, scraped, and placed out of service due to the 
change of technical statuses or operating conditions but new 
ships will also be added to the fleet in order to maintain the 
stable development of the transportation fleet in the process 
of operation and development. This issue must be solved for 
fleet planning. Fleet planning is in direct relation to the eco-
nomic benefit and the overall structure of the enterprise. And 
it also affects the enterprise’s competitive, survival and de-
velopment ability. Large shipping companies have been in-
volved in this study. The current planning has two main dis-
advantages from the point of view of shipping’s practical 
considerations. First, the current method does not consider 
the change of ship technical and economic index with age. 
Secondly the mathematical model cannot solve the problem 
of long-term planning for a large shipping enterprise. Based 
on the above, multi-object dynamic fleet planning model is 
in focus [1].  
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2. MATHEMATICAL MODEL FOR FLEET 
PLANNING 

In order to make the mathematical model approach to the 
actual problems, firstly description and hypothesis about ship 
operating conditions are suggested [2, 3]. 

The number of routes is G. The ships can fully load cargo 
at the loading ports and unload the full cargo at the unload-
ing port and then return to the loading port. That is to say, 
the ships are transporting good by a simple mode. 

There are several types of ships in the fleet which sail in 
multi routes;  

The planning period for the sail is N years from 0 year to 
the end of N-1 years;  

The ship’s idle capacity range appropriation is selected 
according to the actual situation of the shipping companies. 

By solving the mathematical model, optimal decision for 
the following variables is needed to be given [4]:  

1) Optimal ship scheme for routes each year is needed;  
2) If the capacity is lacking, then how many ships need to 

be increased every year? 
3) If the capacity is in excess, which ships will be idle 

and how many will be idle every year.  
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2.1. Mathematical Model 

Object Function [5, 6] 
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Constraint conditions [7, 8] 
1) Freight volume in the route cannot be greater than the 

demand cargo 
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2) The fleet’s continuous development constraints 

The number of existing ships is
  
i
1
that are used on every 

route. The number of idle ship every year is equal to the 
number of ships 

  
i
1
 minus the retired ship that have just en-

tered the study period.  
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(3) 

At the beginning, the buying ships are represented from i

and the number is allocated to the route and idle is equal to 
the number of buying ships.  
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(4) 

In the first year the number of ships to be bought is i. 
This number is allocated to the route and the idle ship num-
ber is equal to the number of the bought ships.  

   

x
ij10

j=1

G

! + p
i10

= C
i1

x
ij11

j=1

G

! + p
i11
= C

i1

!

x
ij1( N"2)

j=1

G

! + p
i1( N"2)

= C
i1

#

$

%
%
%
%

&

%
%
%
%

 

(5) 

In N-2 year the number of ships to be bought is i this 
number is allocated to the route and number of idle ships is 
equal to the number of ships to be bought.  
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(6) 

In N-1 year number of ships bought is i. This number is 
allocated in the route and the number of idle ships is equal to 
the number of ships bought.  
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3) Non-negative integer’s variables constraints 
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In the functions: 
Z— Is the objective function 

1i jt
x —is the decision variable, the number of the ships 

which run on the route 
 
j  in the t  year. At the same time the 

ship 1i  refers to the ship before entering the planning period. 
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1i t
p —is the decision variable, the number of idle ships 

1i in the t year. At the same time the ship 1i refers to the ship 
before entering the planning period. 

 
x

ijtn
—is the decision variable, the number of ships i  

which run on the route 
 
j  in the n  year. At the same time 

the ship  i  refers to the ship buying in the  t  year.  

 
p

itn
—is the decision variable, the number of idle ships i

in the n year. At the same time the ship  i  refers to the ship 
buying in the  t  year.  

 
C

it
—is the decision variable, the number of ships i

bought in the t  year.  

  
AP

i
1

jt
—The single ship annual profit for the ship 

  
i
1
 run-

ning on route 
 
j in the  t  year. At the same time the ship 

  
i
1
 

refers to the ship before entering the planning period. 

  
F

i
1
t
—The idle cost for the ship 

  
i
1
 which refers to the 

ship before entering the planning period.  

  
Q

i
1

jt
—The single ship annual cargo for the ship 1i  run-

ning on route 
 
j  in the t  year. At the same time the ship 1i  

refers to the ship before entering the planning period. 

ijtAP —The single ship annual profit for the ship i  run-

ning on route 
 
j  in the  t  year. At the same time the ship  i  

refers to the ship bought in the  t  year.  

itF —is the idle cost for the ship i  which refers to the 
ship bought in the t  year.  

 
Q

ijt
—is the single ship annual cargo for the ship  i  run-

ning on route 
 
j  in the  t  year. At the same time the ship  i  

refers to the ship bought in the t  year.  

 
W

jt
—is the demand cargo on the route 

 
j in the t  year.  

1iA —is the number of ship 
  
i
1
 before entering the plan-

ning period. 

  

WT
i
1
t
—is the number of idle ship 

  
i
1
 in the  t  year.  

0i —is the discount rate of considering the fund time val-
ue.  

K—is the number of ship pre-added 

G—is the number of routes;  

 

 

K0 ! Is the total number of ship types; 

2.2. Model Description 

In this paper we have considered that the economic object 
changes with time that is more close to the actual operating 
conditions. Fleet planning model (1) ~ (8) can not only solve 
the optimal fleet purchase planning over the next several 
years but also gives ship routing scheme and idle capacity 
each year in planning. The results are intuitive, concrete, and 
meet the actual needs of fleet planning and ship operation 
organization. Fleet planning problem is a complex combina-
torial optimization problem. It has large, discrete and integral 
characteristics. When adopting the dynamic programming 
method, state variables are growing exponentially and com-
puting speed is decreased with the increase of the stage 
number and ship type number, so that the "dimension disas-
ter" appears. The application of DPSO to multi object dy-
namic fleet planning is adopted in this paper. This applica-
tion aims to explore its feasibility and effectiveness and pro-
vides a new idea for a large-scale fleet planning.  

3. DPSO APPLICATION IN THE FLEET PLAN-
NING 

3.1. Introducing the Basic Principle 

PSO algorithm comes from the simulation of the bird 
prey behavior. A flock of birds search for food in a random 
order. If there is only a piece of food, the most simple and 
effective strategy to find food is to search for the area around 
the birds which is nearest to the food. The PSO algorithm 
and genetic algorithm are similar and are based on the group 
and fitness concept. The position of the particle represents 
the possible solutions of the fitness of the particle to measure 
the quality of particles. M particles form a community in 
which the particles are represented as vectors in a D dimen-
sion
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The position of the particles i  in the D dimensional search 
space is ix . In other words, the position of each particle is a 

potential solution. Bring ix  into an objective function to 
calculate the fitness value then according to the fitness value 
to measure ix . The fly speed of the particle i is 

   
V

i
= v

i1
,v

i2
,! ,v

iD
( ) . Record the optimal position of the par-

ticles search far from 
   
p

i
= ( p

i1
, p

i2
,!, p

iD
)T  and the global 

extreme value is recorded as 
   
g

g
= ( p

g1,
p

g 2
,!, p

gD
)T . Parti-

cles renew the position and velocity on their own according 
to the following two formulas after finding the two extreme 
values [9, 10].  
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In the formula, 
   i = 1,2,!,m ;

   d = 1,2,!, D ; acceleration 

constants 1c  and 2c  are not less than zero. 1r and 2r are ran-

dom numbers between [0,1]; ;
  
v

id
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max
,v

max
] maxv  is a 

constant and set by the user. 
   k = 1,2,! is the iterations num-

ber. Formulas (9) and (10) are composed of the initial POS 
algorithm.  

Kennedy and Eberhart [11] put forward Discrete Particle 
Swarm Optimization (DPSO). In the model idx  was limited 
to 1 or 0, while the velocity was not limited but has the prob-
ability to change the particle’s position 

The specific algorithm is as follows:  
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ρ is a random number between [0,1]. 

3.2. The Improved DPSO Method 

Although the DPSO method can effectively solve the 
discrete problems, yet it is also easy to fall into premature 
convergence and local minimum. A method to solve this 
problem is to expand the scale of the particle swarm. This 
method can only improve the performance to a certain ex-
tent, but it cannot fully overcome the premature conver-
gence. At the same time it will also increase the amount of 
calculation.  

The phenomena will be observed in the analysis process 
of DPSO when it is being used to solve the discrete particle 
swarm premature convergence problem.  

1) When some particles reach the local optimal solution, 
the rest of the particles quickly close around the position. 
After which a large number of particles will stay in this posi-
tion, and after a period of time particle swarm aggregation 
will occur.  

2) Because a large number of particles stay at the local 
optimal solution position, switching operations don’t occur, 
as a result these particles that stop at the local optimal solu-
tion and lose the ability to search. Discrete particle swarm 
algorithm was improved according to the characteristics of 
fleet planning problem [12-15].  

1) The iterative formula 
In the process of implementing the algorithm, the corre-

sponding position of the particle is an integer matrix and 
speed is a real matrix. The optimization process has both 
discrete variables and continuous variables. Because of real 
coding in this paper, the binary particle swarm optimization 
calculation iterative formula is adopted but is slightly modi-
fied in order to calculate the iteration. The specific modifica-
tion method is the following (particle i  as an example): 
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When 
  
v

ij

(t ) (k +1) and 
  
x

ij

(t ) (k +1) beyond its range, its val-
ue is given according to boundary [14].  

2) Initialization 

According to the characteristics of fleet planning (which 
enables the selected solutions to meet the transportation and 
idle tasks as little as possible), randomly select 0N  feasible 
solutions. The fitness is calculated for every feasible solu-
tion. Then,  N (

  
N < N

0
) is selected, as it is the better feasible 

solution found for the initial population.  
3) To avoid premature convergence [15] 

Particle swarm algorithm early search speed is very fast. 
But later on when all the particles tend to move towards his-
torically best position

 
P

g
, the velocity of particles will main-

ly be decided by the first of types (9). Because ω is less than 
1, the velocity of particles decreases, and all the particles 
tend to be of the same diversity. Aiming at the shortcoming 
of PSO, scholars have put forward the variation theory, 
which says that the particle swarm optimization results are 
unchanged after M’s iterations. According to the probabilis-
tic 

 
P

m
, mutation operation is used to let the new particles, 

which are randomly generated, replace the original particles. 
The diversity of the particles can regain in the iteration later 
on by variation. The variation in the particle is from "death" 
to the "rebirth" process. It is actually a full dimensional vari-
ation, namely old particle information is completely elimi-
nated. The convergence speed in the iteration’s late period 
can be accelerated by full dimensional variation but some-
times will still be trapped in the local optimal. Next position 
of particles is decided together by the current position and 
the current speed. The value of the speed decides the flying 
distance and speed direction decides direction in which to 
go. The current velocity of particles is determined by 3 fac-
tors: the original speed, individual extremum 

 
p

id  and global 

extremum
 
p

gd
. If the algorithm has premature convergence, 

 
p

gd
must be a local optimal solution. The particles can go to 

other areas for research by changing 
 
p

gd
. The algorithm is 

likely to find the global optimal solution. Therefore, when 
the position of the optimal solution (

 
p

gd
) doesn’t change or 

change very little, the position
 
p

gd
 is retained. Dimensional 

variation is implemented on
 
p

gd
and replaced

 
p

gd
.  

The specific steps are as follows: 

(1) To determine the dimensions of variation
   
m (m! D ).  
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(2) After the end of the iteration, randomly generate dif-
ferent integration
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2
,!,u

m
in 

  
0 , D!" #$ .  

(3) Mutate
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gd
in the position of 
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 to get a 

new vector  Mbest.  

 (4) Calculate the fitness 
  
f
1
and

  
f

2
 of  Mbest and
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gd
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(5) If 
   
f
1
! f

2
 Then, repeat steps (1) to (4) until reach to 

the iteration number. If 
  
f
1
 is still less than 

  
f

2
 then 

 
p

gd
 is 

the optimal solution otherwise
 
Mbest = p

gd
.  

3.3. Calculation Process 

(1) Initialize N  feasible solutions to form the initial 
population by using this method and initialize the particle 
velocity. The position and velocity of the particle can be 
represented by the following matrix: 
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X

i
--- The particle i ; 

 
x

ij

t —the number of the ship 
 
j  

which is bought at the planning stage t ; t
ijv is randomly are 

generated in the interval
  

v
j max d

t
, v

j min d

t!
"

#
$ .  

 

(2) The optimal position of each particle

   
p

i
= ( p

i1
, p

i2
,! p

in
)  is the particle location now. The corre-

sponding fitness 
 
pBest  is calculated. The global optimum 

location 
   
p

g
= ( p

g1
, p

g 2
,! p

gn
)  is the position of the particle 

with the best fitness and 
 
gbest  is the fitness.  

(3) k=k+1.  

(4) For every particle in the swarm, preform the follow-
ing steps: ① according to equations (9), (10) and (11) up-
date the position and velocity of particles and calculate the 
fitness; ② if the fitness of  i  is better than its corresponding 

 
pBest , then 

   
p

i
= ( p

i1
, p

i2
,! p

in
)  is set as the particle's new 

position and update 
 
pBest . ③	  if there is a fitness of a parti-

cle, which is better than the optimal adaptive fitness of parti-
cles then set the position of the particle to 

   
p

g
= ( p

g1
, p

g 2
,! p

gn
)  and update 

 
gbest  and return to (3).  

(5) If after M time’s successive iterations, particle swarm 
optimization result doesn’t remain unchanged, select the 
particle which is not the optimal particle to mutate according 
to probabilistic 

 
P

m
. Let the new particles, which have been 

randomly generated, to replace the original particles, and 
then return to (3).  

(6) The maximum number of iterations is reached and 
part dimensional variability. 

(7) Output results 

 The calculation process is as follows in Fig. (1).  

4. EXAMPLE 

An ore transport fleet planning problem in the next five 
years is researched in the example. The fleet has six types of 
ships as shown in Table 1. In addition there are seven new 
types of ships which are to be made available for future as 
shown in Table 2. The freight volume of the route is shown 
in Table 3.  

The discrete particle swarm optimization algorithm is 
used to calculate the fleet planning problem. This process 
makes the swarm size up to 30, and the particle mutation  

  

Table 1. The existing main ship type and number. 

Ship (t) Ship’s Age Ship Price (Million Yuan) Number 

6000 16 2196 3 

9500 0 4500 7 

16000 9 10633 2 

37000 20 4750 2 

43000 18 17000 2 

54000 20 4419 1 
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Fig. (1). Calculation process. 
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Table 2. Main parameters of typical ships. 

Ship 
LOA 

(m) 

LPP 

(m) 

B 

(m) 

D 

(m) 

T 

(m) 

DW 

(t) 

v 

(kn) 

HP 

(kW) 

2. 0WT 164 154 22 13. 4 9. 5 19509 14 5647 

2. 5WT 164 154 24. 2 14. 6 9. 7 23000 15 5736 

3. 0WT 198 186 24. 5 14. 6 10. 2 30000 14 6534 

3. 5WT 186 178 28. 4 15. 6 11. 25 36000 15.  7942 

4. 0WT 195 185 32 15. 2 10 39800 14.  7720 

4. 5WT 196 188. 4 32. 4 16. 6 11. 7 49600 14 6399 

5. 0WT 190 180 32. 2 16. 8 11. 1 50000 15 6177 

 
Table 3. The volume requirements Unit: million ton/year. 

Route/Volume 0 Year Start 1 Year Start 2 Year Start 3 Year Start 4 Year Start 5 Year Start 

1 480 544 608 671 736 800 

2 420 476 532 587 644 700 

3 525 595 665 735 805 875 

4 450 510 570 630 690 750 

5 375 425 475 525 575 625 

6 420 476 532 587 644 700 

7 390 442 494 546 598 650 

 
Table 4. The best boat purchase plan. 

Year 
Boat 

2. 0wt 2. 5wt 3. 0wt 3. 5wt 4. 0wt 4. 5wt 5. 0wt 

0 1 0 0 0 1 0 4 

1 1 0 0 0 0 1 0 

2 0 0 1 0 0 1 0 

3 0 1 0 0 0 0 1 

4 0 0 0 0 2 0 0 

5 0 0 0 0 1 1 0 

 

probability can be denoted by
  
p

m
= 0.1 , the dimension muta-

tion probability 
  
p

v
= 0.4 , the maximum number of iterations 

for the 500th time. After 127 iterations, the optimal value can 
be achieved. Table 4 shows the best boat purchase plan in 
the next five years for the fleet.  

 

Analysis of the Results: 
After the above fleet planning calculation we can find 

that the tonnage is bigger and the unit transportation cost is 
lower and profit is higher when the distance and freight vol-
ume reached a certain value. It is preferable to buy the ship 
with a large tonnage. It fully embodies the "long line big  
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ship" advantage. The purchase plan for the shipping compa-
ny is to buy, mainly, 40000 tons to 50000 tons in order to 
increase the capacity under meeting the port and waterway 
conditions and 20000 ~ 30000 tons ship as a supplement. 
Linear programming is used to design the ship route for eve-
ry year after gaining the purchase scheme. But due to the 
shortage of space, only fifth year ships routing scheme is 
mentioned in the paper as shown in Table 5.  

CONCLUSION 

In this paper, the discrete particle swarm algorithm was 
carried out to solve the dynamic fleet planning problem. The 
optimal solution can be quickly given by this method from 
the actual situation of shipping. This method shows that the 
proposed algorithm is a feasible method for large-scale, mul-
ti-dimensional, multi stage optimization problem. Due to the 
complexity of the problem itself and computational scale and 
other reasons, it only takes the profit as the objective func-
tion without considering the various elements such as: the 
technical aspect, timeliness, competitiveness and risk etc.  
 

In future, the calculation speed will be strived to be im-
proved and more objects will be considered into the mathe-
matical model, so that there is more practical value for the 
shipping enterprises.  

In addition, the fleet development planning should be 
constantly improved with the continuous development of the 
external environment and enterprise itself to adapt to the 
outside requirements. Thus, the fleet planning should be re-
calculated each year or every other year according to the real 
situation of the transportation market, so that the original 
planning should be timely modified which is very necessary.  
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Table 5. The optimal ship route for the fifth year. 

Ship (Ton) 
Route 

1 2 3 4 5 6 7 

Existing ship 

6000 3       

9000     7   

16000     2   

37000 2       

43000       1 

54000       1 

new increase in 0year 

20000 0.95    0.05   

40000    1    

50000  1. 85    1. 98 0. 17 

new increase in 1year 
20000     0. 7   

45000    1    

new increase in 2year 
30000   1     

45000    1    

new increase in 3year 
25000   1     

50000       1 

new increase in 4year 40000   1. 93 0. 07    

new increase in 5year 
40000 0. 96   0. 04    

45000 0. 41 0. 59      
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