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Abstract: BP neural network can approximate nonlinear functions in any degree of accuracy. However, it exhibits the 
shortcoming of slow convergence, and it is easy to fall into local minimum value. The genetic algorithm has academic ad-
vantages both at home and abroad. On the basis of analysis on features of genetic algorithm and BP neural network, the 
explanations on the necessity of combining genetic algorithm and neural network are provided. In order to improve the 
structure and setting parameters of neural network, a hybrid algorithm which can optimize BP neural network based on 
genetic algorithm is proposed. Hybrid algorithm optimizes the weights of BP neural network by an improved genetic al-
gorithm, and makes up the neural network with global random search, which has the capability of genetic algorithm and  
likely falls into the local optimal solution. Meanwhile, the changes of traditional mechanisms on the same generation 
crossover in genetic algorithm, and the use of parent and offspring cross to avoid premature loss of evolution ability of 
genetic algorithm are also discussed in this paper. The algorithm is validated by using standard data sets wine and letter-
recognition of UCI database. The results show that the hybrid algorithm proposed in this paper can improve the conver-
gence speed of BP neural network and speed up the training process of this network. 
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1. INTRODUCTION 

Neural network is a field that develops with the pace of 
neurobiology. Artificial Neural Network (Artificial Neural 
Network, ANN) is a neural network, which achieves some 
functions that are generated under humans’ understanding of 
brain network. Since the artificial neural network has high 
degree of parallelism, distributed storage, adaptive learning 
ability and other characteristics, it has been widely used in 
pattern recognition, artificial intelligence, forecasting, evalu-
ation, signal processing, nonlinear control and other fields 
[1-4]. Among these, BP neural network is most widely used. 
BP neural network has a network of simple structure, stable 
working conditions and self-learning ability. Nevertheless, it 
also has some shortcomings such as the slow convergence of 
learning algorithm. It also easily falls into local minimum 
value. The genetic algorithm, however can solve these prob-
lems precisely. Genetic algorithm can avoid falling into local 
minimum, and speed up the convergence rate. In genetic 
manipulation, the classic models are represented by standard 
genetic algorithm [5], niche genetic algorithm[6], quantum 
genetic algorithm [7] and hybrid genetic algorithm [8]. They 
choose the same characteristics of chromosomes from parent 
groups ( )P t through the following process. The first step 
consists of the selection of operator to constitute mating 
pool, and then the chromosomes in mating pool generate 
new groups ( 1)P t +  by crossover operation. Finally, the 
parent groups ( )P t  are eliminated by the new groups 
( 1)P t + . In other words, in the iteration process of this 
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classic model, only chromosomes that belong to the same 
generation can be cross-operated. However, from a genetic 
point of view, the offspring that has the same generation of 
chromosomes produced by genetic manipulation may not 
have genetic advantages. The new generation of cross-
operating might be no better than the best individuals in its 
parent chromosome group. On the contrary, it may cause 
premature convergence for the algorithm. Therefore, this 
paper proposes a new crossover operation. Firstly, the best 
chromosomes are inhibited from the initial population, thus 
the restricting the best parent chromosomes to cross-operate 
with the offspring. Then, the best individuals are chosen and 
restricted from the inhibited parent chromosomes and the 
new generated generation. Thus, optimal chromosome is 
ensured to be involved in genetic manipulation. Under these 
constraints, which can also meet the requirements of selec-
tion operator, this operation ensures that the genetic opera-
tions are carried out from the best individuals, thus improv-
ing the search speed of the algorithm. Experimental results 
from many cases have shown that these constraints of the 
same generation crossing cause a rapid decrease of the diver-
sity in groups, and then the genetic algorithm prematurely 
loses its ability to evolve. But the method of using the best 
individuals for parent participation in genetic manipulation 
avoids the problems which manifest in traditional algo-
rithms. 

2. BP NEURAL NETWORK AND ITS LIMITA-
TIONS 

2.1. BP Neural Network Model 

BP neural network was proposed by a group of scientists 
who were led by Rumelhart and McCelland in 1986. It is 
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Fig. (1). The topology of three-layer BP network. 
 
constituted by an input layer, some hidden layers, and an 
output layer. A three-layer BP network can convert any N-
dimensional mapping [9] to M-dimensional. Theatrically, BP 
neural network can simulate any set of data as long as ade-
quate training is given. As BP’s English name is Back Prop-
agationof a BP neural network algorithm can also be called 
as error back-propagation algorithm. Specific learning of this 
algorithm is composed of two processes [10]: the forward 
propagation process and the back-propagation process. The 
forward propagation process is the learning process of pass-
ing the sample’s input vector from the input layer to the hid-
den layer and then to the output layer. It  then reverses the 
spread if the output error with expected value is obvious. 
This involves making the output error propagate through the 
hidden layer to move into the input layer, and successively 
modify the weights. These two processes repeat alternately 
until convergence is reached. Fig. (1) represents a typical 
three-layer BP network model. In this model, the first layer 
is the input layer; the second layer is the hidden layer; and 
the third layer is the output layer. 

2.2. The Limitations of BP Neural Network 

Although the application of BP network is extremely ex-
tensive, it still has following shortcomings [11-12]: 

1) Learning rate is fixed, and results in slow network 
convergence and difficult grasp of training.  

2) Even though BP algorithm makes the connection 
weights converge, it may  only get local extreme value. 
Since the squared error function  easily  falls into the local 
minimum. 

3) Currently, there is no theoretical basis for the number 
of hidden layers, the nodes of each hidden layer in the net-
work and the settings of learning parameters. These data are 
usually obtained through experience or experiments. Alt-
hough some scholars have summarized some empirical for-
mulas which have a supporting role, the practical applica-
tions of these results are unsatisfactory. 

4) The learning and memory of network are unstable. 
The entire training set should be submitted by BP algorithm 
to the network at once. Then only it can join the weight’s 
adjustments. The previously trained network needs to start 
learning again if the training sample is modified. 

3. IMPROVED GENETIC ALGORITHM 

So far, there is no evidence to prove that the same genetic 
generation is better than atavistic. Moreover, the same genet-
ic generation  easily  reduces the diversity of populations,  
making the entire algorithm prematurely lose the ability to 
evolve. Therefore, this paper proposes an improved genetic 
algorithm using atavistic approach. It proceeds as follows. 
First,  the best chromosome maxT is chosen in the initial 
chromosome poolT , and then  maxT is crossed with the 
chromosome in the initial chromosome pool to generate new 
populations. All chromosomes in the new populations are 
sorted out, and  the best chromosome '

maxT is selected in or-
der to be compared with maxT . maxT is then replaced with 
'
maxT if '

maxT is superior to maxT . Simultaneously, the batter 
parts are chosen in the new populations to generate a new 
chromosome pool 'T , then  original chromosome pool T is 
replaced with 'T . In this iterative process, mutation is put on 
the part of chromosome. This iterative process is completed 
until the end condition is satisfied. 

3.1. Chromosome Coding 

Genetic algorithm uses encoding methods to replace the 
parameters in this problem. One corresponding relationship 
between the representations of all the practical problems 
with coded bits must be constituted. It also requires multiple 
encoding and decoding manipulations during operations. For 
the weight optimization of BP neural network, this paper 
encodes each layer of the network weights and thresholds in 
a real-coded way. The multidimensional matrix 1 2, B,W ,SW
which represented BP network weights and thresholds were 
represented in the form of one-dimensional matrix. Each 
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gene of the chromosome could represent a weight or thresh-
old of the network. The encoded form of three-layer network 
institutions shown in Fig. (1) is as follows: 

w111,w112,!,w1nl ,b1,b2,!,bl ,w211,w212,!,w2lm ,s1,s2,!,sm  (1) 

3.2. Generating Initial Population and Local Optimum 
Chromosome 

Initial weights of BP neural network take value from the 
random decimal in a uniform distribution (-1,1). The length 
of chromosome is 1 2 1L W B W S= + + + + . The last bit of 
each chromosome is the fitness for this chromosome. This 
bit does not involve in crossover and mutation operations in 
genetic operation. Herein, using the function Initalizega of 
initial population to generate an initial pool of chromosome 
and local optimal chromosome maxT , specific functions are as 
follows: 

max[ , ] (P , , )sizeT T Initalizega aa gabpEbal=             (2) 
In the above formula, T is the initial chromosome group, 

maxT is the optimal chromosome of initial chromosome 
group, Psize is the size of initial population, aa is the value 
range of each chromosome gene, and gabpEbal is the fit-
ness function. 

3.3 Selecting Operators 
The optimized results are passed to the system-level by 

every sub-discipline. Under the condition of consistent ine-
quality constraints, system-level is used to apply intelligently 
optimized algorithm to maximize (small) the target. The se-
lection of genetic algorithm refers to searching individuals 
with higher fitness in the whole population, in order to gen-
erate the initial mating pool. The most common methods of 
selection are adapting proportional selection, best retain se-
lection, sorting selection and expectations selection. This 
paper adopts the adapting proportional selection method, and 
chooses the proportion between the fitness of individuals and 
the average fitness of the entire population. First  the fitness 
of each individual is calculated in the population; then  the 
ratio is assessed of this fitness account with regard to the 
total population’s fitness. If there are larger proportions of 
the individual accounts, greater probability is selected; if not, 
then the smaller probability  is selected instead. 

For the group with given size n { }1 2, , nP a a a= L , the 

fitness of individual ja P∈ is ( )jf a , with the selected 
probability  being  

1

( )
( ) ( 1, 2, , )

( )

j
s j n

j
i

f a
p a j n

f a
=

= =

∑
L                    (3) 

3.4 Fitness Function  

Genetic algorithm simulates biological survival of the fit-
test mechanism by the fitness function. In the genetic algo-
rithm, the first steps are calculation of the individual’s fitness 
through fitness function, and the reflection of different indi-

vidual degrees in the population through the size of individ-
ual’s fitness. Then, whether the individual has the right to 
conduct the genetic manipulation of new generation is de-
termined. The fitness function the performance evaluation 
function for the BP neural network in this article--of genetic 
algorithm is the only standard to guide the search of genetic 
algorithm. Its selection is the key for the quality of algo-
rithm. The fitness function needs to effectively guide the 
search through the optimal parameters combination and 
gradually approaches the optimal solution; it also needs to 
ensure that the search can converge and fall into local opti-
mum. For BP neural network, the smaller the training error, 
the more gifted is the chromosome. Therefore, this article 
takes all individuals and the inverse of sum on error squares 
from all corresponding target samples as the fitness of chro-
mosomes. Specific functions are as follows: 

[ ] (T)fitness gabpEbal=                            (4) 
Here, the fitness is the fitness of chromosome.  Each 

chromosome is decoded when calculating the output value of 

the neural network, then the weight is calculated for 1 2,W W
and thresholding ,B S of each corresponding neuron in neural 
network. The matrix could be calculated which represents 
the output values of corresponding network for each sample 
according to formula (4). 

2 2 1 1( ( ,B),S)Y f W f W X= ⋅ ⋅                         (5) 
Here, the three-tier structure neural network is taken as 

an example; 1 2(), ()f f  represent the transfer functions of the 
neural network. According to the formula 

2

1
(T Y )

N

k k
k

E
=

= −∑
,
 is the sum on error squares from samples 

of each group, where N represents the number of samples to 
be calculated. Finally,  the fitness of chromosomes is calcu-
lated as 1/ Efitness = . 

3.5 Crossing Operators 

The purpose of the genetic algorithm in the operation of 
crossover is to generate new individuals in the next genera-
tion. The searching capabilities of genetic algorithm improve 
drastically by operations of crossing and restructuring. 
Crossing and restructuring chromosome in genetic algorithm 
are main methods to obtain new superior individuals. At the 
same time, operation of crossing has important impact on the 
quality of genetic algorithm. Therefore, this article selects 
the optimal solution maxT  from the parent pool to cross with 
the chromosome from the offspring pool. Thus, the algo-
rithm would not prematurely lose the ability to evolve. 
Commonly used methods of crossover are one-point cross-
cross, two-point crossover, multiple-point crossover and uni-
form crossover. This paper uses the method of multiple-bits 
intersection in a single gene. Specific algorithm proceeds as 
follows: 

For size1: Pi =  
 

Y
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  ( ()* )a floor rand n= ;%n represents the length of 
chromosome  

 max1 maxT T= ; 
 ( ,:)jT T i= ; 
 for k=1:3 
   max1( 2* )e T a k= + ; 

max1( 2* ) ( 2* 1)jT a k T a k+ = + + ; 

   ( 2* 1) cjT a k+ + = ; 
   end 
 1 max1(2*i 1,:) TT − = ;%T1 is the total group of new 
chromosomes after crossover  
 1(2*i,:) TjT = ; 

           end  

3.6 Mutation Operators 

The mutation rate in the calculation of variation usually 
takes 0.1mp = , randomly selects the k-th gene ikt  in a single 
chromosome 1 2 1( , , )i i i iLT t t t −L , and then adds a small pertur-

bation on ikt to achieve the mutation of chromosome. Since 
the best individuals maxT retention policy is used, researches 
can increase the probability of search in the vicinity of cur-
rent best individual to get the optimal solution in the opera-
tion of mutation, and there is no need to worry about the 
damaging of the fine chromosome that already exists. So, 
taking of a good part chromosome of the population can of-
fer variability. 

4. THE PRECONDITIONING OF DATA AND 
ALGORITHMIC FLOW 

4.1 The Normalized Processing of Data 

When  data is calculated, the attributes of the sample are 
diverse, and there are great differences in magnitude between 
some attributes. The imbalance of these data in the training 
process of network causes some characteristics of attributes 
to not fully reflect, and may even lead to non-convergence of 
network. Therefore, before network training and recognition, 
appropriate preconditioning of raw data is needed to make it 
more suitable for training neural network. Given here is the 
method of normalizing data. This method transforms the 
input data of training samples and the target data, so that data 
is distributed in the range of [-1,1]. Normalized function uses 
the function premnmx Specific formula: 

min2 1
max minn
P pP
p p
−= × −
−

    (6) 

min2 1
max minn
T tT
t t
−= × −
−

          (7) 

Where, P is the raw inputted data, max p and min p
are the maximum and minimum of P , nP is the input data 

after normalized process. T is the original target data,
max t  and min t represent the maximum and the minimum 
of the target dataT , and nT is the target data after normal-
ized process. 

4.2 The Basic Processes and the Basic Framework of Al-
gorithm 

The basic process of improving the genetic algorithm and 
optimizing the weights of neural network is shown in Fig. (2). 

 
Fig. (2). The process of hybrid algorithm. 

5. SIMULATION AND ANALYSIS 

To test the performance of the algorithm, this paper uses 
standard data sets wine and letter-recognition of the UCI 
[13] database. These methods can verify the algorithm, and 
compare the value of fitness function of traditional algorithm 
with the value of the improved algorithm under the same 
number of iteration (experimental environment: CPU is 
Celeron1.6, memory: 1GB, operating system: Windows XP, 
programming languages: Matlab2009). 

Experiment 1 uses the data of wine. The network converged 
faster in training since the amount of data is small. Fig. (3) and 
Fig. (4) respectively, show the curves of fitness of traditional 
algorithm and improved algorithm in 200 times iterations. Judg-
ing from changes in fitness, the improved algorithm is much 
better than the traditional algorithm. In the same 200 times itera-
tions, the fitness of improved algorithm reaches about 0.7, while 
the traditional algorithm reaches only about 0.2. Fig. (5) and 
Fig. (6) present the curves of the number of network’s conver-
gence for the two algorithms. Under the same condition, the 
number of network training of the improved algorithm is signif-
icantly lower than the traditional algorithm. 
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Fig. (3). The curve of fitness of traditional algorithm (wine). 
 

  
Fig. (4). The curve of fitness of improved algorithm (wine). 
 

 
Fig. (5). The network training of traditional algorithm (wine).  
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Fig. (6). The network training of improved algorithm (wine). 
 

 
Fig. (7). The curve of fitness of traditional algorithm (letter-recognition). 
 

 
Fig. (8). The curve of fitness of improved algorithm (letter-recognition). 
 

Experiment 2 uses the data of letter-recognition and se-
lects 200 samples of each type from 26 classes of data to 
train. Figs. (7 and 8) represent the curves of fitness of tradi-

tional algorithm and improved algorithm in 200 times itera-
tions. The effects of network training of the traditional algo-
rithm and improved algorithm are shown in Figs. (9 and 10). 
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Fig. (9). The network training of traditional algorithm (letter-recognition). 
 

 
Fig. (10). The network training of improved algorithm (letter-recognition). 
 
CONCLUSION 

The genetic algorithm is widely used in optimizing, and 
the usage of genetic algorithm is very common in the field of 
optimization of the weights of neural network. However, 
most of the genetic algorithms cannot avoid the problem of 
premature convergence caused by same generation cross. 
The improved genetic algorithm proposed in this paper is 
helpful in avoiding this problem. Combining the advantage 
of global search of algorithm with the advantage of conver-
gence speed of BP neural network will improve the conver-
gence speed of BP neural network and accelerate the training 
process of the network. It provides a better way to solve 
some practical problems such as classification and analysis 
of principal component. The experimental results show that 
the effect of algorithm on the data from large size sample is 
more obvious. This method also shows its advantages in 
handling continuous data. However, some problems in deal-
ing with discrete data still remain and further improvements 
are needed to be carried out. 
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