Design for Networked Control Systems Based on Multi-rate Technique
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Abstract: This paper is concerned with the design of networked control systems based on multi-rate technique. Firstly, based on the Fourier series of periodic signal, a novel nonlinear two part periodic function (NTPPF) method is proposed to construct the generalized sampled-data hold function (GSHF). Secondly, a hybrid nonlinear delay system model is constructed by establishing the relationship between the network-induced delay and the frequency of the NTPPF. Furthermore, by using the Lyapunov theory, the stability condition can be obtained. Finally, a numerical example is provided to demonstrate the effectiveness and less conservativeness of the proposed methods.
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1. INTRODUCTION

During the last decades, the discrete-time control of continuous-time system (also called sampled-data control system) has become the focus of study due to their attractive advantages in practical application, such as the simple structure, convenient debug, high accuracy, and so on. [1, 2]. Generally, a typical sampled-data control system consists of a sampler, a digital controller which exists in the feedback channel, and a zero-order hold (ZOH). Many design approaches for implementing different control objective have been concerned for many years [3, 4].

Unlike the typical sampled-data control system with ZOH, a novel sampled-data control system with GSHF was proposed in [5]. In [6-8], the author pointed out that by using GSHF, the more efficient of state feedback was obtained without the requirement of state estimation. Despite existing results are made to design the GSHF for sampled-data control system with the desired performance, the input delay which existed in between the sampler and GSHF, was not considered in their analysis. The design of networked control systems with piecewise constant generalized sampled-data hold function (PCGSHF) was firstly studied in [9]. They showed that the study of the delay in the feedback channel was more significant in actual applications. Moreover, In [9], the authors firstly pointed out that there are many remarkable advantages for employing PCGSHF in lieu of ZOH. The main reason of these advantages is the hold function itself is the design variable instead of a given constant (such as ZOH). Correspondingly, the additional design degree-of-freedom can be gained for improving the system performance. The study in this paper can be considered as the development of the theory in [9]. It is well known that PCGSHF is a special case of GSHF. How to design the GSHF for ensuring stability of the NCSs, that is the one motivation of our present study.

Currently, the common strategy for designing GSHF in existing results depended on the Gram matrix, which was derived from the controllability of system, for instance, see the equations (8) and (9) in [10] and the similar equations in [7, 8]. By using Gram matrix, the sampled behavior can be represented by using a time-invariant matrix, which is determined for satisfying different control objective. Obviously, this strategy has the advantage in design of GSHF when only the period behavior is considered. However, when the network-induced delay is considered, there exist one main weaknesses for employing this strategy: For every time-variant input delay, it is necessary to construct a Gram matrix to determine a time-invariant matrix. But because there exists a delay-dependent relationship between any two time-invariant matrices, the determinations of them are very difficult, and even hardly achieved. To the best of our knowledge, there is still not an effective method to design the GSHF for the NCSs. That is the other one motivation of our present study.

In this paper, the design problem of NCSs based on multi-rate technique is further considered. The obtained results can be considered as the development of the theory in [9], which only consider the special case of GSHF. Firstly, based on the Fourier series of periodic signal, a novel NTPPF method is proposed to construct the GSHF. By establishing the relationship between the network-induced delay and the frequency of the NTPPF, we can obtain a hybrid nonlinear delay system model. Furthermore, the stability condition can be obtained by using the Lyapunov theory, and the NTPPF for ensuring the stability of NCSs can be de-
signed. Lastly, a numerical example is provided to demonstrate the effectiveness of the proposed methods [11-14].

2. PRELIMINARIES

Consider a LTI plant of NCSs with the following state-space representation:

\[ \dot{x}(t) = Ax(t) + Bu(t) \]  

where \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \) are the state and input of the system respectively. The pair \((A,B)\) is controllable. The control law being designed has the following form:

\[ u(t) = F(t - k_h)x(kh) \]  

\[(kh \leq t < (k + 1)h, k \in \mathbb{Z}) \]  

where \( h \) and \( F(t + h) = F(t) \). Here, a new GSHF \( F(t) \) based on fourier series form is proposed as follows:

\[ F(t) = F_\delta(t), (kh \leq t < (k + 1)h) \]  

where \( \delta = 1, 2, \ldots, q \cdot q - 1 \) is the number of network-induced delay. The function \( F_\delta(t) \) is defined as follows:

\[ F_\delta(t) = \sum_{i=1}^{C_{\delta}} a^\delta_i F_i^\delta + \sum_{i=1}^{C_{\delta}} (b^\delta_i \sin \left( \frac{2\pi c^\delta_i}{h} t + \Theta^\delta_i \right)) F_i^\delta \]  

where \( c^\delta_i \in \mathbb{Z}^+, a^\delta_i, b^\delta_i, \Theta^\delta_i \in \mathbb{R} \). The function \( F_i^\delta \) is given as follows:

\[ F_i^\delta = \begin{bmatrix}
  f_{1}^{\delta} & \ldots & f_{n}^{\delta} \\
  \vdots & \ddots & \vdots \\
  f_{p}^{\delta} & \ldots & f_{m}^{\delta}
\end{bmatrix} \]  

where \( i = r + (w - 1)n \), \( w \in \{1, 2, \ldots, p\} \), \( r \in \{1, 2, \ldots, n\} \), \( f_{i}^{\delta} = 1 \), and the other term in \( F_i^\delta \) is 0. In this paper, the delay \( \tau \) is considered as \( \tau = \frac{h}{m}, m > 1, m \in \mathbb{Z}^+ \). According to character of delay \( \tau \), the model of NCSs can be described as

\[ x(k + 1) = e^{\alpha \tau} x(k) + \sum_{i=r}^{w} \int_{k-h}^{k} e^{\alpha \tau} dsb_i BF_i^\tau x(k) + \sum_{i=r}^{w} \int_{k}^{k+1} e^{\alpha \tau} dsb_i BF_i^\tau x(k - 1) + \sum_{i=r}^{w} \int_{k-h}^{k} e^{\alpha \tau} dsb_i \sin \left( \frac{2\pi c^\delta_i}{h} + \Theta^\delta_i \right) BF_i^\tau x(k) + \sum_{i=r}^{w} \int_{k}^{k+1} e^{\alpha \tau} dsb_i \sin \left( \frac{2\pi c^\delta_i}{h} + \Theta^\delta_i \right) BF_i^\tau x(k - 1) \]  

From (6), if the parameter \( c^\delta_i \in \mathbb{Z}^+ \) can ensure

\[ \left( t + \frac{h}{2\pi c^\delta_i} \right)_A^{-1} \]

\[ \int_{t-h}^{t} e^{\alpha \tau} dsb_i \sin \left( \frac{2\pi c^\delta_i}{h} + \Theta^\delta_i \right) BF_i^\tau \]

\[ J_i(i) \int_{t-h}^{t} e^{\alpha \tau} dsb_i \]

\[ \int_{t-h}^{t} e^{\alpha \tau} dsb_i \sin \left( \frac{2\pi c^\delta_i}{h} + \Theta^\delta_i \right) BF_i^\tau = \]

where

\[ J_i(i) = \left( I + \frac{h}{2\pi c^\delta_i} \right)_A^{-1} \]

\[ \hat{J}_i(i) = \sin (\theta) \left( \frac{h^2 b^i}{2\pi c^\delta_i} A - \cos (\theta) \right) \frac{h^2 b^i}{2\pi c^\delta_i} A \]

\[ \hat{J}_i(i) = \sin (\theta) \left( \frac{h^2 b^i}{2\pi c^\delta_i} A - \cos (\theta) \right) \frac{h^2 b^i}{2\pi c^\delta_i} A \]

Substituting the (6) and (7) into (5), the model of NCSs can be obtained:

\[ x(k + 1) = e^{\alpha \tau} x(k) + \sum_{i=r}^{w} \int_{k-h}^{k} e^{\alpha \tau} dsb_i BF_i^\tau x(k) + \sum_{i=r}^{w} \int_{k}^{k+1} e^{\alpha \tau} dsb_i BF_i^\tau x(k - 1) \]

Here it should be mentioned that the initial input \( u(0) \) during the interval \( (-\infty, \tau] \) is considered as 0. Then the initial state equation of the (9) can be considered as

\[ x(1) = e^{\alpha \tau} x(0) \]

\[ \sum_{i=r}^{w} \left( a^i + J_i(i) \right) \int_{k}^{k+1} e^{\alpha \tau} dsb_i x(k) \]
Furthermore, in (10), we assume that for any \(i\), there exist the following relationship
\[
\left| a_i^\delta + J_i(i) \right| \leq \sigma_i^\delta
\]
(11)
where \(\sigma_i^\delta > 0\). Correspondingly, if the parameters \(\sigma_i^\delta\) can be determined, the parameters \(a_i^\delta, b_i^\delta, c_i^\delta, \theta_i^\delta\) can be chosen according to (11).

3. MAIN RESULTS

In this section, we shall devote to the design of periodic state feedback control laws \(F(t)\) for the obtained system (9) with the initial state (10).

Theorem 1. The system (9) with the initial condition (10) is said to be asymptotically stable, if there exist symmetric positive definite matrices \(\overline{P}, \, m \in \mathbb{Z}^+, \, \overline{Q}, \, \overline{E}, \, \overline{e}^r > 0, \, m > 1,\)
i \(\in \{1, 2, \ldots, p \times n\}\), the nonsingular matrix \(E\), and the approximate dimension matrix satisfying the following LMI:
\[
\begin{bmatrix}
\Psi & \Psi & \Psi & \Psi \\
\Psi & & & \\
& \Psi & & \\
& & \Psi & \\
& & & \Psi
\end{bmatrix} < 0
\] (12)
where
\[
\Psi_{11} = \begin{bmatrix}
\overline{\Omega} & 0 & (\overline{e}^r E)^T \\
0 & -\overline{Q} & 0 \\
0 & 0 & -\overline{\mathcal{P}}
\end{bmatrix}, \quad \Psi_{22} = \text{diag}\left\{-\overline{e}^r I, \ldots, -\overline{e}^r I\right\},
\]
\[
\Psi = \left[\begin{array}{ccc}
0 & \ldots & 0 \\
0 & \ldots & 0
\end{array}\right], \quad \Psi_{22} = \text{diag}\left\{-\overline{e}^r I, \ldots, -\overline{e}^r I\right\},
\]
\[
\Psi_{22} = \left[\begin{array}{ccc}
Y(1,1) & \ldots & Y(p \times n, 1) \\
0 & \ldots & 0
\end{array}\right], \quad \Psi_{22} = \text{diag}\left\{-\overline{e}^r I, \ldots, -\overline{e}^r I\right\},
\]
\[
\Psi_{22} = \left[\begin{array}{ccc}
Y(1,2) & \ldots & Y(p \times n, 2) \\
0 & \ldots & 0
\end{array}\right], \quad \Psi_{22} = \text{diag}\left\{-\overline{e}^r I, \ldots, -\overline{e}^r I\right\},
\]

\(Y(i,\delta) = \begin{bmatrix} 0 & \int_t^{t+\delta} e^{r} dsB_{i}F E & 0 \end{bmatrix}^T\),
\(\tilde{Y}(i,\delta) = \begin{bmatrix} 0 & \int_t^{t+\delta} e^{r} dsB_{i}F E & 0 \end{bmatrix}^T\).

Moreover, the parameters \(\sigma_i^\delta\) can be calculated by using
\[
\sigma_i^\delta = \sqrt{\overline{e}^r_i \overline{e}^r_i}.
\] Based on this condition, the parameters \(b_i^\delta, c_i^\delta, \theta_i^\delta, a_i^\delta\) can be chosen according to (11). Correspondingly, the NTTPF \(F(t)\) can be designed.

Proof: At first, the Lyapunov functional is taken as
\[
V(k) = x^T(k) P x(k) + x^T(k-1) Q x(k-1)
\] (13)
where \(k = kh\). Then, we have
\[
V(k+1) = x^T(k+1) P x(k+1)
\] (14)

It is obvious that
\[
\Delta V = V(k+1) - V(k)
\] (15)
where
\[
\Xi_{12} = U^T P(l_{i+1}) W, \quad \Xi_{12} = -P + Q + U^T P(l_{i+1}) U
\]
\[
W = \sum_{i=1}^{p \times n} (a_i + J_i(i)) \int_t^{t+\delta} e^{r} dsB_{i}F E \]

If the inequality \(\Xi_{12} < 0\) holds, we have
\[
V(k+1) < V(k) \quad \text{for any} \quad x(k) \neq 0 \quad \text{and} \quad x(k-1) \neq 0,
\] which means \(\lim_{k \to \infty} V(k) = 0\). By using Schur complement Lemma, the equality \(\Xi_{12} < 0\) can be described as
\[
\begin{bmatrix}
-P + Q & 0 & U^T \\
0 & -Q & W^T \\
* & * & -P^r
\end{bmatrix} < 0
\] (16)

Furthermore, we have
\[
\begin{bmatrix}
-P + Q & 0 & (e^{r})^T \\
0 & -Q & 0 \\
* & * & -P^r
\end{bmatrix} + \sum_{i=1}^{p \times n} \begin{pmatrix}
0 \\
0 \\
I
\end{pmatrix} (a_i + J_i(i)) G(i,1)^T < 0,
\]

(17)
where \( \sigma(i, \delta) \equiv \left[ \begin{array}{cc} 0 & \int_0^\delta e^{-sdt} \tilde{d}t^i \end{array} \right] \) and 
\( \bar{\sigma}(i, \delta) \equiv \left[ \begin{array}{cc} \int_0^\delta e^{-sdt} \tilde{d}t^i & 0 \end{array} \right] \).

Moreover, we can obtain
\[
\sum_{i=1}^\infty \mathbf{e}^i G(i, 1) \leq P + Q, \quad \text{(18)}
\]
and
\[
\sum_{i=1}^\infty \mathbf{e}^i G(i, 1) \leq P + Q, \quad \text{(19)}
\]

for any \( \epsilon^i > 0 \).

By using the Schur complement Lemma, we have
\[
\begin{bmatrix}
\Psi_n & \Psi & \Psi & \Psi \\
\Psi & \Psi_n & 0 & 0 \\
\Psi & 0 & \Psi_n & 0 \\
\Psi & 0 & 0 & \Psi_n
\end{bmatrix} < 0 \quad \text{(20)}
\]

where \( \Psi_n = \left[ \begin{array}{cc}
-P + Q & \mathbf{e}^i \\
0 & -Q
\end{array} \right] \) and 
\( \Psi = \left[ \begin{array}{cc}
0 & \cdots & 0 \\
0 & \cdots & 0 \\
I & \cdots & I
\end{array} \right] \).

\[
\Psi_n = \left[ G^i(1, 1) \cdots G^i(p \times n, 1) \right],
\]
\[
\Psi_n = \text{diag} \left\{ \frac{1}{\epsilon^i}, \cdots, \frac{1}{\epsilon^i_{n, 1}} \right\}.
\]

Here for any non-singular matrix \( E \in \mathbb{R}^{m \times n} \), we use the matrix
\[
E^* P^{-1} E^{-1} - E^* - E^T + Q
\]

in (20). Let \( \mathbf{P} = P^{-1} \), \( \mathbf{Q} = E^* Q E \), we can obtain the (12) by pre- and post-multiplying the matrix
\[
\text{diag} \left\{ E^i, E^*, \mathbf{\Omega}, I \right\}
\]

and its transpose matrix, where
\[
\mathbf{\Omega} = \text{diag} \left\{ \epsilon^i I, \cdots, \epsilon^i_{n, 1} I \right\}.
\]
This completes the proof.

4. NUMERICAL EXAMPLE

In this section, we present a numerical simulation to show the application of the proposed methods in this paper. Considering the continuous-time linear time-invariant model as
\[
\dot{x}(t) = \begin{bmatrix} 0 & 1 \\ 0 & -0.1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 0.1 \end{bmatrix} u(t) \quad \text{(21)}
\]

The sampling period \( h = 5s, \tau = 2.5s \). Then we can obtain the following results by using Theorem 1: \( \sigma^i_1 = 0.59 \), \( \sigma^i_2 = 0.61, \sigma^i_3 = 0.58, \sigma^i_4 = 0.56 \). Furthermore, the parameters of NTPPF can be chosen as: \( a^i_1 = 4.2 \times 10^{-3} \), \( a^i_2 = 7.1 \times 10^{-3} \), \( a^i_3 = 0.31 \), \( a^i_4 = -1.175 \), \( c^i_1 = 10 \), \( c^i_2 = 5 \), \( c^i_3 = 5 \), \( c^i_4 = 15 \), \( b^i_1 = 0.1 \), \( b^i_2 = 0.13 \), \( b^i_3 = 0.05 \), \( b^i_4 = 1.25 \), \( \theta^i_1 = \theta^i_2 = \pi / 4 \), \( \theta^i_3 = \theta^i_4 = \pi / 3 \).

According to the obtained parameters, the state response curves under the case of initial conditions \( x(0) = [5000, -3000] \), \( x(0) = [600, -3] \) and \( x(0) = [50, -320] \) are plotted in Figs. (1, 2 and 3). It shows that the designed GSHF for NCSs works well. Therefore, according to the analysis mentioned above, the results shows the effective and practical value of our methods.

5. CONCLUSION

In this paper, the design problem of NCSs based on multi-rate technique has been considered. The obtained results can be considered as the development of the theory in [9], which only considered the special case of GSHF. a novel NTPPF method which based on the Fourier series of periodic signal has been proposed to construct the GSHF. Then, a hybrid nonlinear delay system model for NCSs has been modeled. Furthermore, the stability condition were obtained by using the Lyapunov theory, and the NTPPF for ensuring the stability of NCSs has been designed. Finally, a numerical example has been provided to demonstrate the effectiveness of the proposed methods.
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