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Abstract: Due to the increasing contradiction between supply and demand of timber resources, it is necessary to realize 
the reasonable utilization of the resources. Fast and accurate identification of the location and size of the defects on a 
piece of wood board is a premise of efficient utilization. In this paper, the identification and positioning of board defects 
by computer vision and artificial neural network technology was discussed. Through the acquisition of the board image by 
CCD camera and image processing by using MATLAB, the location and size of the defects on the board was obtained. 
Finally, the artificial neural network was constructed to identify the defects, and the results showed that board defect iden-
tification rate can reach 86.67%. The study has provided a new idea and method to improve lumber recovery, which also 
provided a theoretical and technical foundation for advanced automation and intelligent wood processing industry.  
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1. INTRODUCTION 

Timber is one of the indispensable natural materials in 
daily life. The forest resources in China are relatively poor 
compared to other countries, so a substantial part of timber 
consumption has to be met by import and the contradiction 
between timber demand and supply becomes increasingly 
prominent. Therefore, it is a radical strategy for relieving the 
contradiction to protect the existing forest resources, make 
rational use of the limited resources, tap the potentials of the 
resources, and improve the processing and utilization rate of 
timber. Among these measures, strengthening the innovation 
on timber production technology and improving the pro-
cessing and utilization rate of wood boards is a very effective 
way. To achieve this goal, it is necessary to get fast and ac-
curate information on types, locations, and sizes of defects 
on the wood boards. 

Artificial neural network is a kind of information pro-
cessing system, which processes information through dy-
namic processes just like the interactions between neurons of 
human brains. Currently, some studies on the application of 
artificial neural network in wood board defect detection have 
been conducted. For example, Jordan et al. found that differ-
ent wood species had different elastic responses. With fur-
ther processing, a self-constructed artificial neural network 
could be used to identify wood species [1]. Jiang et al. suc-
cessfully related microstructure parameters to physical fea-
tures of timber through artificial neural networks [2]. Dai et 
al. applied artificial neural network to extract colors from 
wood board surface. The results showed that this method 
could be used to classify the species of wood boards [3]. 
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Xu et al. used artificial neural network to identify the 

bark and knots on the log CT images and found that the 
method can achieve better effect in recognizing larger de-
fects [4]. Qi and Mu employed X-ray to conduct nondestruc-
tive testing to extract the characteristic parameters of wood 
board defects from the established artificial neural network 
[5]. However, few studies have been conducted to process 
the wood board image acquired with computer vision tech-
nology, so computer vision technology and artificial neural 
network are used for recognition of wood board defects and 
position defection in this paper. 

2. ACQUISITION OF EXPERIMENTAL MATERIALS 

The defective wood boards used in this paper were from 
a sawmill that is located in the outskirts of Harbin, the pro-
vincial capital of Heilongjiang province, China. The wood 
specie was Fraxinus mandschurica Rupr. There are many 
kinds of wood defects, including knot, insect damage, rot, 
crack, discoloration, scars, etc., which may have different 
impacts on the use of wood boards such as reduction of 
strength and artistic value of wood texture. Among the wood 
defects, knots are very common. Therefore, the knots on 
wood boards are taken as the focus of this study. Measure-
ment and statistics are made on the wood board defects, so 
that comparison and analysis with the result of processed 
image can be conducted. 

3. IMAGE ACQUISITION AND PROCESSING 

3.1. Image Acquisition 

A Daheng model DH-HV1351UM USB industrial cam-
era was used to obtain the images of wood boards with knots, 
insect damage, and cracks. The camera uses progressive ex-
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posure, with programmable exposure time and resolution of 
1.3 million pixels. To ensure that the defects on both the 
upper and lower parts of the wood board can be detected, the 
CCDs were arranged perpendicularly on both the upper and 
lower parts of the wood board. The images captured by the 
camera can be conveniently transferred to a computer 
through a USB 2.0 port and be saved there. 

3.2. Image Pre-Processing 

Image pre-processing includes noise elimination, image 
smoothing, and extraction of the edges. Prior to the elimina-
tion of noise, the image was first converted to a grayscale 
image (Fig. 1a). A smoother image can be obtained after 
noise was removed through filtering operation. The median 
filtering method was finally selected after effect comparison 
among several filters. In median filtering, a window that 
contains an odd number of points was used. All pixels in the 

adjacent areas were sorted according to their gray scale level 
based on the method of the theory of scheduling and statis-
tics. At last, all pixels within the window were assigned a 
median value. Median filtering has good effect in noise inhi-
bition, elimination of isolated noise sources, and smoothing 
of impulse noise. The method can also retain detailed image 
information to the maximum extent with noise elimination. 
The image of median filtering is shown in Fig. (1b). 

During edge detection, comparison was made between 
Canny operator, Prewitt operator, Robert operator, Log oper-
ator, and Sobel operator. Sobel operator was finally selected 
based on the comparison result, since it can not only detect 
the edge, but also eliminate some noise and the acquired 
image has few discontinuities. It is especially good in image 
processing for images with gradual changing grayscale. It 
also has high detection sensitivity and good effect on diago-
nal edges. Besides, Sobel operator can form a closed pattern 
(Fig. 2), which is convenient for subsequent processing 

 

(a) 

 

(b) 

Fig. (1). The images of grayscale and median filtering. 

 
Fig. (2). Edge detection image by Sobel operator. 
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3.3. Interim Image Processing 

The purpose of interim image processing is to find out 
the coordinate position of the defects. In order to obtain the 
coordinates of the defect area, it is just necessary to find the 
coordinates of all black-point pixels in a binary image. In 
this way, we can get an array of coordinates that contain all 
pixel points of the defective area. The extreme values of the 
array can constitute a rectangle. The size of this rectangle is 
regarded as the size of the knot. The minimum and maxi-
mum values of X and Y coordinates of the four points on top, 
bottom, right and left of the knot are shown in Fig. (3). The 
location coordinates of the whole knot can be obtained, as 
shown in Fig. (4). To verify the difference of the obtained 
rectangular area and the original defect size, the obtained 
rectangular area was compared with the rectangular area 
formed by the original defect. The result showed that the 
processed area accounted for 91% of the original area, which 
basically met the requirement for processing. 

3.4. Image Post-Processing 

The work of image post-processing is to cut out the de-
fect target area, to separate and highlight the defect (knot, 
insect damage, and crack) area. Meanwhile, the characteris-
tic quantities of the region were extracted, which were used 
as the inputs to the artificial neural network. When separat-
ing the defect area, in consideration of the special features of 
the binary image, the grayscale image and the image after 
edge extraction were superimposed. This operation can elim-
inate the background of the grayscale image. As a result, 
only the defective part of the image has grayscale value and 
other area is of white color. In this way, the characteristic 
array for the defect grayscale values was obtained. The su-
perimposed image is shown in Fig. (5). 

How to select the characteristic quantities? When we car-
ry out mode recognition to a defective wood board, we need 
to have values that can describe the defect characteristics. It 
was found that through processing of all kinds of defects, 

 

 

 
Fig. (3). The images with extreme point coordinates.  

 

 
Fig. (4). The image of rectangular area with extreme point coordinates.  
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different defects had significantly different grayscale levels. 
Knots had gradually changing grayscale level. Insect damage 
was represented by the same level of grayscale. Cracks were 
represented by a wide span of grayscale level. Therefore, 
grayscale can be chosen as a characteristic quantity. In addi-
tion, the length-width ratios are different for different kinds 
of defects. For example, knots are usually in round shape, rot 
in more or less irregular shape and cracks in strip. These 
characteristics can be used to describe different defect fea-
tures of the wood board. So the mean grayscale of the defect 
area, grayscale variance, and length-width ratio were select-
ed as the characteristic quantities of the defects. 

4. MODE RECOGNITION BY ARTIFICIAL NEURAL 
NETWORK 

4.1. Construction of Artificial Neural Network 

Learning (also known as training) of artificial neural 
network is the core of artificial neural network [6]. Samples 
are continuously input to the network in the learning process. 
The connection weights of various layers of the network are 
changed in accordance with the error. The change of weights 
is realized through a network transfer function. In this way 
making the output of the network gradually approaches the 
desired output. Construction of artificial neural network can 
promote defect recognition and improve the utilization of 
defective wood board. 

 

BP neural network was chosen in this paper. Wood de-
fect mode recognition was achieved based on the principle 
that different types of defects have different characteristic 
values. BP algorithm is a learning algorithm of multilayer 
propagation network, also known as error back propagation 
learning algorithm. The basic idea of BP algorithm is that 
during learning process, signals propagate forward from the 
front to the back. After forward propagation, an error to the 
expectation is output. Now, to make the network more accu-
rate, back propagation of error is needed. Error is transferred 
to the input layer for weight adjustment. Finally an error-free 
adaptive result can be achieved. An artificial neural network 
model is shown in Fig. (6). 

To construct an artificial neural network, it is necessary 
to input the number of nodes in the input layer, the number 
of hidden layers, the number of nodes in the hidden layer, 
sample recognition types as well as the error precision.  

(1) Number of nodes in the input layer. With regard to 
the above-mentioned extraction of characteristic quantities, 
there are three characteristic quantities, including the length-
width ratio of defect, grayscale, and variance of defect. So, 
the number of nodes in the input layer was 3.  

(2) Number of hidden layers. With reference to various 
literatures and tests, it is found that one hidden layer is 
enough to process defect recognition problem in this paper. 
When the number of hidden layers increases, the training 
time will increase dramatically. With the consideration of  
 

 
Fig. (5). Image addition by the gray image and image after edge extraction.  

 

 
Fig. (6). Artificial neural network model. 
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getting accurate and clear results, one hidden layer was 
adopted in this paper. 

 (3) Number of nodes in the hidden layer. The effect of 
the entire network depends on the number of nodes in the 
hidden layer. If the chosen number is too high, the effect of 
sample noise will expand, resulting in inaccurate network 
recognition and overtraining. If the chosen number of nodes 
in the hidden layer is too low, the network training may be-
come inaccurate, and when a complicated problem is pro-
cessed, the method may fail to meet the requirement. When 
determining the number of nodes in the hidden layer, the 
empirical formula was used: 

 S = R + K +!  (1) 

Where, 
S is the number of nodes in the hidden layer,  
R is the number of input nodes,  
K is the number of output nodes, and 

 is a constant between 1 and 10. 
(4) Number of sample recognition types. Since the study 

focuses on recognition of knots, insect damage, and crack, 
the number of sample recognition modes was set to 3.  

(5) Error accuracy. The initial error accuracy was chosen 
to be 0.001. It may be changed after testing. If it is difficult 
to achieve convergence, it can be changed to 0.01, otherwise 
the error accuracy can be changed to 0.0001 or 0.00001. To 
improve the error accuracy, it is necessary to increase the 
number of nodes in the hidden layer. Higher accuracy is usu-
ally obtained on the expense of more training time. 

4.2. Network Training and Results 

(1) Training results. 
Fig. (7) shows the results of artificial neural network 

training. The training results showed that the network can  
 

easily meet the required error standard and the rate of learn-
ing was satisfactory, which indicated that the chosen number 
of nodes in the hidden layer of network was correct. So, ex-
cessive learning can be avoided and good effect can be ex-
pected. 

(2) Results of recognition 
There were a total of 150 samples in the test, including 

50 knots, 50 cracks, and 50 insect pests. Forty-five samples 
of each type were selected as the training data for artificial 
neural network, and the remaining five were used to test the 
recognition rate of the artificial neural network. For the con-
venience of easy recognition, the output value was regarded 
as 0 if its absolute value was less than 0.4. The output value 
was regarded as 1 if its absolute value was greater than 0.7. 
When the absolute value of output value fell within [0.4, 
0.7], it was regarded as 2. The result indicated that the aver-
age recognition rate of the artificial neural network can reach 
86.67%. The effect of recognition was the best for insect 
pests, as high as 100%. The specific recognition rate for each 
sample is shown in Table 1. 

CONCLUSION 

 In this paper, a CCD camera was used to take the image 
of defective wood board. The image then underwent smooth-
ing and filtering processing by software MATLAB. The de-
fect image was further processed by median filtering and 
Sobel operator, to highlight the defect image for easier pro-
cessing. Three characteristic quantities, including the length-
width ratio, grayscale, and variance of defects, were extract-
ed from the processed image. At last the self-constructed 
artificial neural network was established to recognize the 
wood board defects. The recognition rate can reach 86.67%. 
This study has introduced advanced methods and technolo-
gies to timber processing industry and laid a foundation for 
development of intellectualization and automation in timber 
processing and production as well as improvement of wood 
board quality. 

α

 
Fig. (7). Training results. 
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Table 1. The statistics of the defect recognition rate. 

Defect Types Learning Results Testing Results Target Value Recognition Rate 

Knots 

[0.7927 0.1533 0.2366] [1 0 0] [1 0 0] 

80% 

[0.8129 0.2326 0.3205] [1 0 0] [1 0 0] 

[0.7596 0.0565 0.2013] [1 0 0] [1 0 0] 

[0.9571 0.4364 0.3252] [1 2 0] [1 0 0] 

[0.9416 0.3015 0.1032] [1 0 0] [1 0 0] 

Insect pests 

[0.1342 0.8516 0.0821] [0 1 0] [0 1 0] 

100% 

[0.2633 0.7561 0.3124] [0 1 0] [0 1 0] 

[0.0916 0.8325 0.1645] [0 1 0] [0 1 0] 

[0.3542 0.9187 0.2023] [0 1 0] [0 1 0] 

[0.1513 0.8403 0.1025] [0 1 0] [0 1 0] 

Cracks 

[0.1069 0.2038 0.9048] [0 0 1] [0 0 1] 

80% 

[0.4021 0.1328 0.8459] [2 0 1] [0 0 1] 

[0.1348 0.3124 0.7519] [0 0 1] [0 0 1] 

[0.3042 0.2901 0.8740] [0 0 1] [0 0 1] 

[0.3018 0.1693 0.7983] [0 0 1] [0 0 1] 


