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Abstract: This paper considers the problem of trajectory tracking of robotic manipulator system by using model free adaptive control (MFAC). The dynamic linearization technique is first introduced, and then the controller can be designed only by I/O data of the robotic manipulator system via MFAC approach, not includes any explicit model information. With some given conditions for controller parameters, the stability of MFAC for robotic manipulator system can be given. It is shown that the tracking error of robotic manipulator can converge to zero and the better tracking performance can be obtained. Simulation result for two-link robot manipulator further given to valid the effective of the proposed method.
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I. INTRODUCTION

Robotic manipulators have been widely applied as a kind of highly automatic equipment at present. They have the capability of improving the product quality and increasing the production efficiency [1, 2]. However, the model of robotic manipulator is of strong times variation and high non-linearity, which results in the PID controllers are weak robustness and poor performance for robotic manipulators. To solving the problem, some controllers with strong robustness have been developed, such as beck-stepping control [3], neural networked control [4, 5], fuzzy control [6], adaptive control [7, 8], sliding mode control [9, 10] and robust control [11, 12], etc. These controllers can obtain accurate trajectory tracking with fast error convergence even though the existing of kinds of various disturbance.

The aforementioned approaches provide a design methodology based on the mathematical model of robotic manipulators. However, the accurate model of an actual robotic manipulators system is often difficult to be obtained due to the complexity of practical operation environment, sometimes, it is impossible. Though neural networked control and fuzzy control not need the exact model of robotic manipulators, the establishing of fuzzy rules or training neural network should understand some necessary system information, such as the training system input and output data for neural network. Moreover, the performance of these controllers is determined by fuzzy rules or the neural network model [13].

Model free adaptive control (MFAC) is a data-driven approach, which design controller just depending on the input and output data of the plant and the adaptive control can be realized even for systems with time-varying parametric and time-varying structural [14]. A novel concept is given in MFAC called pseudo-partial derivative (PPD), which is the key technique for controller design. By using PPD, some time-varying equivalent dynamical linearized models can be given for a class of nonlinear systems at the operation points [14]. The time varying PPD can also be estimated merely depending on the input and output data of the plant. For the different application of the data length, the dynamic linearization method can be categorized as the compact form of dynamic linearization (CFDL), partial form dynamic linearization (PFDL), and full form dynamic linearization (FFDL) [14]. Based on these dynamic linearization approaches, the relevant MAFC schemes can be given. This technique has been extensively studied with significant progress in both theoretical aspects and applications [15-19]. In this paper, we proposed an application of MFAC to the robotic manipulator system. Comparing with existing robotic manipulator control methods, there are some distinguished features for MFAC as follows. First of all, only the measurement I/O data of the robotic manipulators system, rather than any information about system model, are required for controller design. Second, MFAC is a low cost control, since no experimental signal, test signal or training process is needed. Third, it is easy to implement MFAC with low computational burden. Finally, the controller design does not depend on model information, thus it has strong robustness.

The rest of this paper is organized as follows. In Section 2, the nonlinear robot manipulator system model is given based on Lagrangian formulation, and the MFAC controller is designed in Section 3. A numerical example is given to validate the effectiveness of the algorithm in section 4. Conclusions are given in Section 5.

2. PROBLEM FORMULATION

Using the Lagrangian formulation, the equation of $n$ degrees-of-freedom rigid manipulator can be expressed by [20-22].
for any \( k \in \mathbb{R} \) in a discrete-time domain as

\[
M(q(t))\ddot{q}(t) + C(q(t), \dot{q}(t))\dot{q}(t) + G(q(t)) = \tau(t),
\]

(1)

where \( t \) denotes the time. The signals \( q(t) \in \mathbb{R}^n, \dot{q}(t) \in \mathbb{R}^n \) and \( \ddot{q}(t) \in \mathbb{R}^n \) are the joint position, joint velocity and joint acceleration vectors, respectively. \( M(q(t)) \in \mathbb{R}^{n \times n} \) is the inertia matrix, \( C(q(t), \dot{q}(t)) \in \mathbb{R}^{n \times n} \) is a vector resulting from Coriolis and centrifugal forces. \( G(q(t)) \in \mathbb{R}^n \) is the vector resulting from the gravitational forces. \( \tau(t) \in \mathbb{R}^n \) is the control input vector containing the torques and forces to be applied at each joint [20].

In this paper, we assume that position and velocity signal are both available. The purpose of here is to design a control law \( \tau(t) \), such that \( q(t) \) tends to desired reference trajectory \( q_d(t) \) as \( t \) tends to infinity.

Due to the positive of \( M(q(t)) \), left-multiplying \( M^{-1}(q(t)) \) in both of (1) we can obtain

\[
\ddot{q}(t) + M^{-1}(q(t))C(q(t),\dot{q}(t))\dot{q}(t) + M^{-1}(q(t))G(q(t)) = M^{-1}(q(t))\tau(t),
\]

that is

\[
\begin{bmatrix}
\dot{q}(t) \\
\ddot{q}(t)
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
-M^{-1}(q(t))C(q(t),\dot{q}(t))\dot{q}(t) - M^{-1}(q(t))G(q(t))
\end{bmatrix}
+ 
M^{-1}(q(t))\tau(t).
\]

(2)

Define \( y(t) = [\dot{q}(t), \ddot{q}(t)]^T \), \( u(t) = \tau(t) \), then Eq.(2) can be expressed as

\[
\dot{y}(t) = f(y(t), u(t)),
\]

(3)

If the sample time is \( h \), the Eq.(3) can also be described in a discrete-time domain as

\[
y(t+1) = f(y(t), u(t)).
\]

(4)

To this end, the problem of robot manipulator trajectory tracking can be given as: For a desired trajectory \( y_d(t) \), design a control input \( u(t) \) such that the system output satisfied \( y(t) = y_d(t) \) when \( t \to \infty \).

3. CONTROLLER DESIGN

From the model (2), we can give the following assumptions for system (4):

A1[14]: the partial derivative of \( f(\cdots) \) with respect to control input \( u(t) \) is continuous.

A2[14]: the system (4) is generalized Lipschitz, that is, \( \|\Delta y(t+1)\| \leq b\|\Delta u(t)\| \) for any \( t \) and \( \|\Delta u(t)\| \neq 0 \) with \( \Delta y(t+1) = y(t+1) - y(t) \), \( \Delta u(t) = u(t) - u(t-1) \) and \( b \) is a positive constant.

In the following theorem, it is shown that, if the robot manipulator system (4) satisfying assumptions A1-A2, then it can be transformed into an equivalent dynamical form linearization model.

Theorem 1[14]: For the robot manipulator(4) with assumptions A1 and A2, there exists a \( \phi(t) \), called pseudo-partial-derivative (PPD) matrix, such that if \( \|\Delta u(t)\| \neq 0 \), the system (4) can be described as the following model

\[
\Delta y(t+1) = \phi(t)\Delta u(t),
\]

(5)

where \( \phi(t) = \begin{bmatrix} \phi_1(t) & \phi_2(t) \\ \phi_3(t) & \phi_4(t) \end{bmatrix} \) and \( \|\phi(t)\| \leq b \).

Proof: From (4), we have

\[
\Delta y(t+1) = y(t+1) - y(t) = \int f(y(t), u(t)) dt - \int f(y(t-1), u(t-1)) dt
\]

(6)

\[
= f(y(t), u(t)) - f(y(t-1), u(t-1)) + f(y(t-1), u(t-1)) - f(y(t), u(t-1)).
\]

Using differential mean value theorem and Assumption 3, Eq.(6) becomes

\[
\Delta y(t+1) = \frac{\partial f^*}{\partial u} \Delta u(t) + \Psi(t),
\]

(7)

where

\[
\frac{\partial f^*}{\partial u} = \begin{bmatrix} \frac{\partial f_{11}^*}{\partial u_i} & \frac{\partial f_{12}^*}{\partial u_i} \\ \frac{\partial f_{21}^*}{\partial u_i} & \frac{\partial f_{22}^*}{\partial u_i} \end{bmatrix},
\]

\[
\Psi(t) = f(y(t), u(t-1)) - f(y(t-1), u(t-1)).
\]

\[
\frac{\partial f_{ij}}{\partial u_j}, i = 1, 2, j = 1, 2 \text{ represents the partial derivative value of } f_i \text{ at some point in the interval } [u_i(t-1), u_i(t)].
\]

Considering the following equation

\[
\Psi(t) = \eta(t)\Delta u(t),
\]

(8)

where \( \eta(k) \) is a matrix. Since the condition \( \|\Delta u(t)\| \neq 0 \), (8) must have a solution \( \eta(k) \). Let

\[
\phi(t) = \frac{\partial f^*}{\partial u(t)} + \eta(t),
\]

then (7) can be written as \( \Delta y(t+1) = \phi(t)\Delta u(t) \).

Remark 1: In the condition \( \|\Delta u(t)\| \neq 0 \) and not too large altitude of \( \Delta u(t) \) is necessary. Hence, some adjustable pa-
parameter should be added in the control input criterion to guarantee the condition.

Rewritten (5) as
\[ y(t+1) = y(t) + \phi(t)\Delta u(t). \] (9)

Considering the following cost function
\[ J(u(t)) = \|y(t+1) - y(t)\|^2 + \lambda \|u(t) - u(t-1)\|^2, \] (10)
where \( \lambda \) is a positive weighted constant, \( y(t+1) \) is the desired output signal.

From (9) and (10), solving the equation \( \frac{\partial J(u(t))}{\partial u(t)} = 0 \), we can obtain
\[ u(t) = u(t-1) + \frac{\rho \phi^*(t)}{\lambda + \|\phi(t)\|^2} \left( y(t+1) - y(t) \right), \] (11)
where \( \rho \) is the step factor.

The objective function for parameter estimation is selected as
\[ J(\phi(t)) = \|y(t) - y(t-1) - \phi(t)\Delta u(t-1)\|^2 + \mu \|\phi(t) - \hat{\phi}(t-1)\|^2, \]

Using the similar procedure of control law equations, the parameter estimation algorithm can be obtained as follows:
\[ \hat{\phi}(t) = \hat{\phi}(t-1) + \frac{\eta \left( \Delta y(t) - \hat{\phi}(t-1)\Delta u(t-1) \right)\Delta u^T(t-1)}{\mu + \left\| \Delta u(t-1) \right\|^2}. \] (12)

Combining (12) and (11), the MFAC scheme can be constructed as follows:
\[ \hat{\phi}(t) = \hat{\phi}(t-1) + \frac{\eta \left( \Delta y(t) - \hat{\phi}(t-1)\Delta u(t-1) \right)\Delta u^T(t-1)}{\mu + \left\| \Delta u(t-1) \right\|^2}. \] (13)
\[ \hat{\phi}_i(t) = \hat{\phi}_i(1), \quad \text{if} \quad \text{sign}(\hat{\phi}_i(t)) \neq \text{sign}(\hat{\phi}_i(1)), i = 1, 2, \quad j = 1, 2 \]
\[ \hat{\phi}_i(t) = \hat{\phi}_i(1), \quad \text{if} \quad \left| \hat{\phi}_i(t) \right| \leq \varepsilon \] (14)
\[ u(t) = u(t-1) + \frac{\rho \phi^*(t)}{\lambda + \|\phi(t)\|^2} \left( y(t+1) - y(t) \right), \] (15)
where \( \mu, \lambda \) are weight factors, \( \eta, \rho \) are the step-size and they are usually set as \( \eta, \rho \in (0, 1) \). \( \hat{\phi}_i(1) \) is the initial value of \( \hat{\phi}_i(t) \), \( \varepsilon \) is a small positive constant.

**Remark 2:** As stated in Remark 2, to ensure the condition \( \left\| \Delta u(t) \right\| \neq 0 \), a reset algorithm as shown in (14) has been added into this MFAC scheme. Meanwhile, the reset algorithm can also improve the tracking ability of parameter estimation algorithm for time-varying parameter.

**Remark 3:** Note that the control law (15) has no relationship with any model information of robot manipulator system. The control scheme is designed only using input and output data of the plant.

**Theorem 2:** For the robot manipulator nonlinear system (4) with Assumptions A1, A2, and using the MFAC algorithm (13)-(15), when \( y^*(t) = \text{const} \), if \( \mu, \eta, \lambda \) are chosen properly, then the system output satisfies \( \lim_{t \to \infty} (y^*(t) - y(t)) = 0 \).

**Proof:** The similar proof can be founded in [14].

**Remark 4:** In addition, compared with robust control and neural network control for robotic manipulator systems, MFAC also has its own advantages. Robust control is designed for robotic manipulator systems with uncertainties, and it is largely dependent upon the structure and accuracy of the model of the robotic manipulator systems. The MFAC controller is constructed only based on an equivalent time-varying linearization data model, in which neither the system model is utilized explicitly nor the unmodeled dynamics involved. The control performance of MFAC would not be influenced by robotic manipulator unmodeled dynamics. Neural network control has been also applied for robotic manipulator systems successfully. For the control method that approximate the controller directly by the neural network, some prior knowledge of the robotic manipulator system, such as system order, is also needed, while an adequate training process and a heavy computational burden are the other two issues. Comparatively, the MFAC scheme neither requires any prior knowledge of the robotic manipulator system nor needs the training process, and has low computational burden.

## 4. SIMULATION RESULTS

Let us consider a two degrees-of-freedom robot manipulator with revolute joints is shown in Fig. (1), where \( m_1, m_2 \) are mass of link 1 and link 2, \( l_1, l_2 \) are length of link 1 and link 2, respectively. \( q_1, q_2 \) are joint angle. According to the Lagrange method, we can obtain the model described by (1) with

![Fig. (1). The diagram of two freedom degree robot manipulator.](image-url)
In this simulation, the parameters for robot manipulator are given as: 
$m_1 = m_2 = 1 Kg$, $l_1 = l_2 = 0.5 m$,
$I_1 = I_2 = 0.1 Kg \cdot m^2$, $g = 9.8 m/s^2$, the desired trajectory of
$q_1, q_2$ are given as $q_{id}(t) = 0.5 \sin 2\pi t$, $q_{id}(t) = 0.5 \cos 2\pi t$.
It is worth pointing out that the mathematical model and parameters here just serve as I/O data generator for the systems to be controlled, no any information of them will be included in the controller design. The simulation time is $t \in [0, 5]$ and the sample time is $0.01 s$. The initial value are $q_1(0) = 0$, $q_2(0) = 0$, and the initial control input is $\tau_i(0) = \tau_z(0) = 0$.

To check the performance of the proposed method, we first give simulation tests using PID control, and PID parameters are given as $K_p = \begin{bmatrix} 50 \\ 50 \end{bmatrix}$, $K_i = 0$, $K_d = \begin{bmatrix} 20 \\ 20 \end{bmatrix}$. The simulation results are given in Fig. (2 and 3). The uppers of the two figures are tracking performance with dot line is desired trajectory and solid line is system output. The lowers of the two figures are tracking errors. It is obvious that PID controller cannot obtain satisfied tracking performance. Then, the MFAC algorithm is used and the controller parameters are given as $\mu = 0.5, \eta = 0.5, \rho = 0.5, \lambda = 5$, $\hat{\psi}(0) = \begin{bmatrix} -0.5 \\ 0 \end{bmatrix}$, $\hat{\psi}(0) = \begin{bmatrix} 0 \\ -0.5 \end{bmatrix}$. The simulation results are given in Fig. (4-7). Where the tracking performance is plotted in Fig. (4 and 5), control inputs are plotted in Fig. (6) and estimation of PPD is plotted in Fig. (7). It is obvious that the better performance can be obtained by MFAC approach. From the simulation results, we can see that the MFAC scheme has the following merits. The PPD behavior of the robot manipulator system is relatively simple, and is a slowly time-varying scalar parameter. It has a relationship with the robot manipulator system dynamics, control input, and so on, it is not sensitive to parameter of the robot manipulator system. The MFAC scheme has a very
Fig. (3). The tracking performance of link 2 for PID control.

Fig. (4). The tracking performance of link 1 for MFAC.
Fig. (5). The tracking performance of link 2 for MFAC.

Fig. (6). The control inputs of MFAC scheme.
simple structure and is easy to implement with low computational burden, since there is only one scalar parameter to tune online. Hence, from the simulation result, it is obvious that this method can be easy implemented using real robots manipulator.

5. CONCLUSION

In this paper, we design a model free control scheme for robot manipulator trajectory tracking based on MFAC. The method first transfers the nonlinear robot manipulator system into a linear time-varying system, and then the controller is designed only by I/O data, not includes any explicit model information of the robotic manipulator system. It is shown that MFAC can guarantee system output tends to the desired trajectory under some given conditions of controller parameters, and the better tracking performance can be obtained. The example for two-link robot manipulator is further valid the effective of the proposed method.
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