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Abstract: With the development of computer vision and computer graphics, face recognition technology has gradually 
developed from 2D to 3D. Using in-depth information of faces, 3D face recognition solves and overcomes the environ-
ment and changes in the expression that 2D face recognition encounters. In this paper, the principles of laser triangulation 
measurement applied in 3D detection and modeling of faces are studied. A 3D face recognition system is designed on this 
basis. It not only has universal configuration and simple algorithm as well as other characteristics, but also has certain 
practicality. 
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1. INTRODUCTION 

Face recognition based on computer vision technology is 
widely used in human-computer interaction, identification, 
virtual reality and other fields. Compared with fingerprints, 
iris, gene and other biometric identification technology, it is 
more active, direct, friendly, and subtle and so on [1], there-
fore has become a very active research topic in the field of 
computer mode recognition. At the same time, it not only 
involves a number of research directions of computer vision, 
digital image processing, pattern recognition and computer 
graphics, but also makes the computer face recognition tech-
nology become a challenging task [2]. 

At present, methods and theories of 2D face recognition 
technology are relatively mature, which have made certain 
achievements [3, 4]. However, based on the principles, 2D 
face recognition technology will inevitably be affected by 
light, background, expression, makeup, dressing and other 
factors. They have brought many restrictions for recognition, 
thus difficult to establish a robust two-dimensional face 
recognition system. To solve these problems, many scholars 
agree that the future for face recognition technology lies in 
3D recognition [5]. The adoption of face recognition tech-
nology can better present the in-depth information, topologi-
cal structure and other facial characteristics. This paper ap-
plies principles of laser triangulation and concept of structur-
al light for detection and obtaining of 3D face data, so as to 
establish data model. Visual Studio from Microsoft is ap-
plied as the platform for system development, using graphic 
image processing functions, combined with OpenGL profes-
sional 3D model management engine for analysis and pro-
cessing of data model, it can implement a 3D face recogni-
tion system.  
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2. PRINCIPLES OF FACE DATA COLLECTION 

Face data collection is both the important basis for effec-
tive recognition of 3D facial model and the major research 
direction. Currently, there are three most common 3D data 
acquisition methods: first of all, measure facial data through 
digitizer--facial measurements are obtained directly from 
digitizer, or structured light sensor, or tomography, and 3D 
model will be obtained after the measured data is digitized 
[6]; second, based on general model method, general facial 
model is generated artificially, and faces are structured 
through B-spline and other methods, then surface rendering 
texture information is filled [7-9]; third, 3D facial model is 
constructed on the basis of a set of two-dimensional images 
[10, 11]. Applying the idea of structured light, the paper es-
tablishes a platform able to obtain facial 3D data with a laser 
lighting source and an ordinary camera, and completes a data 
acquisition system through triangulation principle. 

As shown in Fig. (1), the baseline distance between the 
laser source of data acquisition system and camera as well as 
the target position that laser is pointing form a vector triangle. 
The purpose of laser triangulation measurement is to find the 
target point of space coordinates at a known reference frame 
(i.e. point P in Fig. (1). In Fig. (1), L represents the starting 
point of laser beam to P; A represents the vector between the 
starting point of laser beam and optical center of the camera 
lens; C represents the vector from the optical center of the 
camera lens to the point P. 

The geometry relationship is as shown in the following 
vector equation: 
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In Equation (1), direction cosine of vector A and vector 
Cxy can be obtained through the camera calibration. 

If represented by spherical coordinates, Equipment (1) 
shall be represented as Equations (2)~(4), in which φ  
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represents the angle between vector L and plane X-Y, θ rep-
resents the angle of the laser beam between the plane and the 
X axis. 
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For this nonlinear system, it will take very high compute 
costs to solve these equations. However, Z axis is placed 
along the laser beam as reference system (φ=0), the system 
can be simplified. The equation of new system is shown in 
the following Equations (5)~(7): 
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 Analysis of Equations (5)~(7) is shown as the follow-
ing Equations (8)~(10): 
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Wherein α, β, γ are the direction cosine of vector Cxy of 
laser reference system. These parameters can be found com-
bined with the calibration of the camera, thus the solution for 
this problem can be completed with iterative algorithm. 

3. SOLUTIONS OF FACE RECOGNITION SYSTEM 

The system uses Microsoft Visual Studio as a develop-
ment platform. With the powerful graphic and image pro-

cessing function, OpenGL professional 3D processing en-
gine is applied, coupled with the management functions for 
heterogeneous data on the carrying Oracle database to realize 
the face recognition system. The acquisition of facial 3D 
data applies the 3D data modeling approach based on the 
above grating structure. The use case diagram of entire sys-
tem is shown in Fig. (2). 

Management platform conducts the acquisition and pre-
processing of facial 3D data with the 3D feature point selec-
tion, storage and other features. Using 3D model manage-
ment system developed by Visual C++ and OpenGL, the 
original facial 3D data is obtained through structural light 
shooting camera. Since the obtained coordination of 3D data 
is not uniform, in order to facilitate the calculation, unified 
coordination is required, so as to smooth the original model 
through platform. According to the requirements for resolu-
tion, surface data of 3D face is generated. 

Through analysis of the video stream, the presence of a 
human face will be automatically detected and split from the 
image. After splitting the face, calibration of facial feature 
points will be automatically done. According to the organ 
composition of head, characteristics of appearance and for 
the modeling convenience, the head feature designs are clas-
sified as structural features and styling features. Structural 
features include the eyes, nose, mouth and ears; the corre-
sponding styling features are head height, head width, eye 
width, eye height, eye spacing, nose width, nose height, nose 
length, mouth width, width of upper and lower lips, ear 
length, ear width, ear thickness and so on. After the feature 
points obtained, according to the positions of main feature 
points, shooting angles are calculated. Since the facial fea-
ture points are defined by significant visual characteristics, 
like the nose tip in the front image usually is the brightest 
point, but in the side image it is the leftmost point of the en-
tire face. Therefore, it is possible to use image analysis 
methods to automatically determine their positions. For some 
specific areas, such as the lips, eyes, etc., by constructing a 
two-dimensional deformation model, combining with the 
feature point extraction and model transformation, the accu-
racy for extraction can be improved and possible errors that 
noises may bring can be eliminated. 

 
Fig. (1). Triangulation measurement principle diagram. 
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Then read the 3D data and use OpenGL to construct a 
three-dimensional model of the human face and compare 
with the model of changes in shooting angle. While drawing 
human head model, triangle drawing is selected. Definition 
for points, lines and polygons in OpenGL are defined by the 
definition of vertex coordinates, and all the geometric ob-
jects are finally drawn in accordance with the definition or-
der of vertex. The generalized facial mesh model we apply is 
a 3D polygon mesh model drawn by OpenGL. We select the 
point data consisting of all features and facial data. Since the 
coordinates of the vertex and vertex of the triangle surface 

are known, we can link these points and faces to constitute 
the mesh model of human head. If the plane projection of 3D 
model and rotation angle of human face in 2D photo are the 
same, recognition can be achieved by multi-feature-vector 
generation, multi-classifier discrimination as well as thresh-
old settings. 

The underlying database applies Oracle database system. 
With its good heterogeneous storage and processing capa-
bilities for big data, the unified storage of 3D spatial infor-
mation and attribute information as well as retrieval of mas-
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Fig. (2). Use case diagram of the system. 
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Fig. (3). Structural diagram of systematic structure. 
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sive data queries required for the system can be achieved. 3D 
face data stored in the database shall contain three parts of 
information: vertex information, texture information, grid 
information. (1) Vertex information: the vertex information 
consists of dense sampling points, and the vertex information 
of 3D facial model is constituted by these sampling points; 
(2) Texture information: Texture information describes the 
corresponding values for each vertex. (3) Grid information: 
Grid information describes the relationship among vertices. 
Data in the database uses triangular mesh to describe the 
links among vertices. 

Facial database reading of automatic identification sys-
tem in the application layer is completed through the mid-
dleware, which conducts uniform information reading, main-
taining and operating work. Eventually a three-tier C/S mod-
el application system based on the middleware of 3D data-
base is formed. The overall system design diagram is shown 
in Fig. (3). 

CONCLUSION 

The system solves the problem of multi-pose in face 
recognition through changes in in-depth information of 3D 
projection. Using invariance principles of geometric topolo-
gy, impact of most facial expression on recognition can be 
excluded, so as to solve the effect of light intensity in shoot-
ing environment during face recognition process and achieve 
the ideal face recognition results; standard facial 3D data are 
stored in the database, which have greatly improved the 
speed of recognition. Therefore, the system has a high value 
for application. 
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