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Abstract: Using the theory and method of artificial neural network, this paper established a decision-making model of bid 
evaluation for engineering projects based on back propagation neural network (BPNN). BP neural network was trained 
and tested by the learning sample that was attained by using order relation analysis method (G1-method). At the same 
time, we used the momentum BP algorithm to solve the model. The results show that the model is feasible and reasonable, 
possessing high abilities of self-organization, self-adaptation and self-learning and strong function of fault-tolerance, 
avoiding weaknesses of slow convergence speed, easily falling into local minimum and frequent occurrence of oscillation 
in learning process of traditional algorithms, eliminating bias caused by arbitrary individual experts, improving efficiency 
of bid evaluation, and providing effective reference and basis for bid evaluation activities of general engineering projects. 
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1. INTRODUCTION 

As the continuous development of engineering projects 
bidding system, bid evaluation methods have become a main 
focus of public attention. Bid evaluation is the core of the 
bidding and the premise of scientific decision-making, thus 
playing a very important role in bidding. It is essential to 
follow the principles of openness, fairness, impartiality and 
good faith, and carry out a synthetic assessment of all as-
pects of the bidders, such as project quotation, project dura-
tion, project quality, material consumption, construction 
technology, management level, corporate reputation and 
preferential terms, on the premise of satisfying the substan-
tive requirements of bid documents as well as possible.  

Since the actual operation of bid evaluation faces many 
issues, especially bid evaluation methods lacking research in 
theory and lacking experience in practice. Therefore, it is of 
great theoretic and realistic significance to study bid evalua-
tion methods for engineering projects and establish a scien-
tific, practical and feasible assessment model. Currently, the 
most universal decision-making method of bid evaluation is 
comprehensive scoring method or reasonable low price 
method [1, 2], and analytic hierarchy process [3, 4] or fuzzy 
comprehensive assessment [5] is also used for bid evaluation 
[6, 7], but all these methods are difficult to avoid bias caused 
by arbitrary individual experts. 
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In order to solve the problem mentioned above, this pa-
per tried to apply the theory and method of artificial neural 
network (ANN) [8-10] and established a decision-making 
model of bid evaluation for engineering projects based on 
back propagation neural network (BPNN). BP neural net-
work was trained and tested by the learning sample that was 
attained by using order relation analysis method (G1-
method). At the same time, we used the momentum BP algo-
rithm to solve the model. The case was given to conduct a 
comprehensive and objective assessment of bidders and pro-
vide a scientific and practical approach for decision-makers. 
The results show that the model is feasible and reasonable, 
possessing high abilities of self-organization, self-adaptation 
and self-learning and strong function of fault-tolerance, 
avoiding weaknesses of slow convergence speed, easily fall-
ing into local minimum and frequent occurrence of oscilla-
tion in learning process of traditional algorithms, eliminating 
bias caused by arbitrary individual experts, improving effi-
ciency of bid evaluation and providing a new approach and 
idea for decision-makers of engineering projects. 

The general outline of the paper is organized as follows: 
the first part is explaining and summarizing the background 
and purpose of the research; the second part is establishing a 
decision-making model of bid evaluation based on BP neural 
network and adopting the momentum BP algorithm to solve 
the model; the third part is obtaining the learning sample that 
was attained by using order relation analysis method (G1-
method); the fourth part is using a case study to confirm the 
feasibility and reliability of the decision-making model of 
bid evaluation; the fifth part is the conclusion and discussion.  
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2. ESTABLISHING A DECISION-MAKING MODEL 
OF BID EVALUATION BASED ON BACK PROPA-
GATION NEURAL NETWORK 

2.1. Constructing Bid Evaluation Model Based on BP 
Neural Network 

Back propagation neural network [11, 12] is a multi-layer 
network model of feedback type proposed by the famous 
researcher Rumelhart [13] in 1985, which is one of the most 
widely used artificial neural network models. It consists of 
input layer, hidden layer and output layer. All nodes between 
two adjacent layers implement weight link and there is no 
link between nodes of the same layer.  

This paper adopted a three-layer BP neural network 
model of multi-inputs and single-output. The essential idea is 
taking the assessment index values of the sample as the in-
puts of BP neural network model, taking the assessment re-
sult as the output of BP neural network model, training this 
network with enough samples, acquiring knowledge struc-
ture, cognitive ability, experience level and personal prefer-
ence of bid evaluation experts by continuously adjusting link 
weights and thresholds. So link weights and thresholds are 
internal expression of correct knowledge obtained by BP 
network model through self-learning. We can obtain the as-
sessment result of each bidder according to the assessment 
index values of each bidder through the trained BP network 
model, and then we can sort various bidders. The figure of 
topological structure is shown in Fig. (1). 

In Fig. (1), the number of input layer nodes is n, which is 
also the number of assessment indexes. The number of out-
put layer nodes is one, which is also the number of assess-
ment result. The number of hidden layer nodes is h, which 
can be calculated by adopting the empirical formula 
“
 
h = n+ s + q ”, in which, s is the number of output layer 

nodes, obviously   s = 1 , and q is the constant among one to 
ten.  
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input layer to the kth node of hidden layer. Assume iku  is 
the output of the kth node of hidden layer of the ith sample. 
Assume kr  is the link weight from the kth node of hidden 

layer to the output layer. Assume iu  is the output of the ith 
sample.  

Each node is corresponding to a function 
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threshold. For input layer nodes, the output of which is the 
same as the input, namely 
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2.2. Momentum BP Algorithm 

BP algorithm is a kind of supervised learning algorithm. 
The basic idea is inputting the learning samples and the input 
information reaches the output layer from the input layer via 
the hidden layer. If the error doesn’t reach the acceptable 
level, it will turn to back propagation, making the actual out-
put as close as possible to the expected output by adjusting 
link weights and thresholds and continuously iterating. If the 
error reaches the acceptable level, the training is completed, 
and then we can save link weights and thresholds of the net-
work.  

Assume 
 
v

i  as the expected output. Assume t as the itera-

tion time. Assume 
  
u

i
(t)  as the actual output of the tth itera-

tion time of the ith sample. Assume 
  
D

i
(t)  as the error func-

tion of the tth iteration time of the ith sample. Assume 
  
D(t)  

 

 

 
Fig. (1). Topological structure of BP neural network. 
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as the total error function of the tth iteration time, this paper 
definite 
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Traditional BP algorithm has several disadvantages, such 
as slow convergence speed, easily falling into local mini-
mum and frequent occurrence of oscillation in learning pro-
cess. In order to overcome shortages mentioned above, there 
appeared a lot of improved algorithms, such as the momen-
tum BP algorithm, the elastic algorithm, the variable gradient 
algorithm, the quasi-Newton algorithm, the LM algorithm 
and so on. This paper adopted the momentum BP algorithm 
[14-15]. In neural network tool-box of MATLAB7.0, the 
training function is traingdm, which introduces the momen-
tum factor λ

 
(0 < ! <1)  [16] on the basis of the gradient 

descent algorithm, using the inertial effect to curb possible 
oscillation and playing a smooth effect. At the same time, the 
role of the momentum factor lies in memory of the change of 
previous link weight values or threshold values, so that we 
can use the higher learning rate θ  to improve the speed of 
learning [17].  

The modified formula of link weight values and thresh-
old values of momentum BP algorithm is as follows: 
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In which, 
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In which, iε is the delta error of back propagation of the 
output layer and 
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3. OBTAINING THE SAMPLE BY USING ORDER 
RELATION ANALYSIS METHOD (G1-METHOD) 

3.1. Determining Index Weights by Using Order Relation 
Analysis Method (G1-Method) 

In general the determination of index weights adopts the 
AHP, G1-method, G2-method and Set-valued iterative meth-
od. This paper uses the G1-method [18]. This method is not 
only simple and intuitive, but also it can be used without 
constructing judgment matrix and testing consistency. The 
concrete steps are as follows. 

1) Determining the order relation 

First of all, experts select the index that he or she consid-
ered as the most important unique index from the assessment 
indexes set 
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According to equation (1), we can obtain:  
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3.2. Calculating the Total Score of Each Bidder 

Assume 
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and f is the number of assessment grades. It describes the 
state of assessment indexes and is usually divided into 3 to 5 
grades [19]. Bid evaluation experts should score all assess-
ment indexes of each bidder independently and impartially 
on the basis of comparison of various bidders. This paper  
ordered C= {eligible, moderate, good, excellent} and it’s  
corresponding scores interval set is 
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row vector of index scores and the column vector of index 
weights. 

4. CASE STUDY 

4.1. Constructing Assessment Indexes System 

The selection of assessment indexes is a very important 
work. In actual process of comprehensive assessment, it is 
common to use methods of Delphi, minimum mean square 
error, mini-max dispersion and correlative coefficient to se-
lect indicators [20]. This paper used the method of Delphi to 
get the assessment indexes system, which consists of six 
assessment indexes of project quotation, project duration, 
project quality, construction technology, management organ-
ization and corporate reputation, namely B= {project quota-
tion (B1), project duration (B2), project quality (B3), con-
struction technology (B4), management organization (B5), 
corporate reputation (B6)}. 

4.2. Determining Index Weights by Using Order Relation 
Analysis Method (G1-Method) 

It is assumed that experts believe that there being the or-
der relation among assessment indexes as follows:  
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Table 1. Assignment reference of 
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 Meaning 

1.0 The former is as important as the latter 

1.2 The former is slightly more important than the latter 

1.4 The former is obvious more important than the latter 

1.6 The former is very more important than the latter 

1.8 The former is extreme more important than the latter 
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So the weight coefficients are as follows: 
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So that we can obtain the index weights vector as follows: 
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4.3. Calculating the Total Score of Each Bidder 

As mentioned previously, this paper ordered C= {eligi-
ble, moderate, good, excellent} and it’s corresponding scores 
interval set is 
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[0.7, 0.8), [0.8, 09), [0.9, 1.0)}. The index weights vector 
that we have obtained in the previous section is 

  
W = (0.377,0.168,0.235,0.099,0.066,0.055)T . We can obtain 
the total score of each bidder by multiplying the row vector 
of index scores and the column vector of index weights. 
This paper chose twenty-four bidders. The score of every 
assessment index and the total score of each bidder are 
shown in Table 2 as follows. 

4.4. Training and Testing BP Network 

We take scores of six assessment indexes of project quo-
tation (B1), project duration (B2), project quality (B3), con-
struction technology (B4), management organization (B5), 
corporate reputation (B6) as the inputs of back propagation 
neural network, so the number of input layer nodes is six, 
namely   n = 6 . We take the total score as the output of back 
propagation neural network, so the number of output layer 
nodes is one. We determine the number of hidden layer 
nodes is ten according to experience and repeated test,  
 

namely   h = 10 . We divide the data in Table 2 into two parts: 
the first 18 sets of data are taken as the learning samples 
which are used to train the neural network and remaining 6 
sets of data are taken as the checking samples which are used 
to test the neural network. Assume the learning precision

 ! = 10
-6 . When the neural network is trained to a certain 

number of times, we will get a satisfactory precision. The 
learning results are shown in Table 3 as follows.  

From the Table 3, we find errors between the training re-
sults and the expected output is very small and the maximum 
relative error is 0.188%, so the learning results of back prop-
agation neural network are ideal. After completing the train-
ing and entering the last 6 groups of calibration data into the 
trained back propagation neural network, we will get the 
comprehensive assessment result of the back propagation 
neural network as shown in Table 4.  

From the Table 4, we find the maximum relative error is 
0.92% between the training results and the expected outputs 
obtained by the neural networks and the simulation ordering 
is in accordance with the experts ordering. Thus it can be 
seen that using the BP neural network to access knowledge 
and experience of bid evaluation experts and using the 
trained BP neural network to assess the similar engineering 
projects is completely feasible.  

CONCLUSION  
1) Decision-Making of bid evaluation model for engi-

neering project based on BP neural network obtained 
knowledge and experience of bid evaluation experts by 
learning several existing samples. When facing the similar 
engineering projects which need to be evaluated, we can get 
assessment results as long as we enter the corresponding 
assessment index values into the trained BP neural network 
and launch the network. The learning samples of the BP neu-
ral network are obtained from assessment results of order 
relation analysis method (G1-method), so the decision-
making model of bid evaluation for engineering projects 
based on BP neural network can not completely replace or-
der relation analysis method (G1-method). In particu-
lar, compared with the traditional AHP method, this meth-
od is more convenient and intuitive without constructing 
judgment matrix and checking consistency.  

2) BP neural network possess high abilities of self-
organization, self-adaptation and self-learning and strong 
function of fault-tolerance, avoiding weaknesses of slow 
convergence speed, easily falling into local minimum and 
frequent occurrence of oscillation in learning process of tra-
ditional algorithms, eliminating bias of arbitrary individual 
experts, ensuring the accuracy of the evaluation results and 
improving efficiency of bid evaluation. 

3) Determining the number of the hidden layer nodes is 
very important. Too many nodes can cause too long learning 
time, too little nodes can lead to poor fault-tolerance and 
poor ability of identifying the samples without learning, so 
we must design the numbers of the hidden layer nodes based 
on comprehensive comparison of various factors. Mean-
while,  the  condition  of  trapping  in  local  minimum  may  
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Table 2. Score of every index and total score of each bidder. 

Bidder 1 2 3 4 5 6 

B1 0.90 0.70 0.80 0.75 0.90 0.90 

B2 0.70 0.60 0.90 0.70 0.90 0.95 

B3 0.70 0.80 0.80 0.70 0.80 0.85 

B4 0.65 0.70 0.85 0.90 0.80 0.85 

B5 0.90 0.80 0.70 0.80 0.85 0.90 

B6 0.75 0.70 0.75 0.65 0.80 0.80 

TS 0.7864 0.7133 0.8124 0.7425 0.8578 0.8862 

Bidder 7 8 9 10 11 12 

B1 0.70 0.60 0.80 0.75 0.65 0.90 

B2 0.85 0.70 0.70 0.85 0.80 0.90 

B3 0.90 0.70 0.80 0.80 0.80 0.80 

B4 0.80 0.80 0.70 0.65 0.90 0.70 

B5 0.80 0.80 0.60 0.90 0.85 0.75 

B6 0.90 0.80 0.80 0.70 0.75 0.80 

TS 0.7997 0.6843 0.7601 0.7758 0.7539 0.8413 

Bidder 13 14 15 16 17 18 

B1 0.60 0.60 0.70 0.70 0.80 0.85 

B2 0.70 0.60 0.60 0.70 0.90 0.85 

B3 0.80 0.70 0.80 0.65 0.85 0.80 

B4 0.90 0.70 0.85 0.70 0.85 0.85 

B5 0.85 0.65 0.90 0.60 0.85 0.80 

B6 0.90 0.60 0.75 0.65 0.90 0.80 

TS 0.7265 0.6367 0.7375 0.6789 0.8423 0.8322 

Bidder 19 20 21 22 23 24 

B1 0.80 0.90 0.60 0.65 0.65 0.90 

B2 0.85 0.90 0.80 0.70 0.60 0.70 

B3 0.85 0.85 0.90 0.70 0.70 0.70 

B4 0.80 0.85 0.70 0.80 0.70 0.60 

B5 0.80 0.80 0.90 0.85 0.70 0.70 

B6 0.85 0.80 0.70 0.85 0.65 0.70 

TS 0.8229 0.8712 0.7393 0.7092 0.6616 0.7655 
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Table 3. Learning result. 

Bidder 1 2 3 

Training Result 0.7860 0.7131 0.8121 

Expected Output 0.7864 0.7133 0.8124 

Relative Error (%) 0.051 0.028 0.037 

Bidder 4 5 6 

Training Result 0.7430 0.8572 0.8856 

Expected Output 0.7425 0.8578 0.8862 

Relative Error (%) -0.067 0.070 0.068 

Bidder 7 8 9 

Training Result 0.7982 0.6843 0.7605 

Expected Output 0.7997 0.6843 0.7601 

Relative Error (%) 0.188 0 -0.053 

Bidder 10 11 12 

Training Result 0.7752 0.7546 0.8406 

Expected Output 0.7758 0.7539 0.8406 

Relative Error (%) 0.077 -0.093 0 

Bidder 13 14 15 

Training Result 0.7275 0.6372 0.7368 

Expected Output 0.7275 0.6367 0.7375 

Relative Error (%) 0 -0.079 0.095 

Bidder 16 17 18 

Training Result 0.6780 0.8418 0.8312 

Expected Output 0.6789 0.8423 0.8322 

Relative Error (%) 0.133 0.059 0.120 

 
Table 4. Result checking. 

Bidder 19 20 21 

Testing Result 0.8202 0.8658 0.7325 

Expected Output 0.8229 0.8712 0.7393 

Relative Error (%)  0.328 0.620 0.920 

Simulation Sort 2 1 4 

Expert Sort 2 1 4 
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Table 4. contd… 

Bidder 22 23 24 

Testing Result 0.7092 0.6562 0.7687 

Expected Output 0.7092 0.6616 0.7655 

Relative Error (%)  0 0.816 -0.418 

Simulation Sort 5 6 3 

Expert Sort 5 6 3 

 

occur in the training process of BP neural network, so we 
can get global minimum by changing its initial value and 
training for many times.   
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