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Abstract: This paper is concerned with the research on fault tolerant control (FTC) of networked control system (NCS) 
with fixed data packet loss rate (PLR). A synthetic model of the whole closed-loop is presented which includes time de-
lay, packet loss of NCS and the working condition of sensors and actuators. The time delay is supposed to be shorter than 
sampling period and packet loss to be random but the packet loss rate is fixed. The fault of sensors and actuators are de-
scribed by random variables. A sufficient stability condition in the meaning square sense is gained by constructing a use-
ful Lyapunov function. The fault tolerant control algorithm is achieved from the stability condition. The system designed 
above can work effectively when sensors and actuators in normal condition and can keep stability when some sensors or 
actuators are in failure. A simulation example is finally given to demonstrate the effectiveness of the proposed method. 
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1. INTRODUCTION 

Networked control systems (NCSs) are closed-loop sys-
tems in which the plants, sensors, actuators and controller 
communicate via a real-time shared media network [1]. For 
NCS has many advantages such as low installation and 
maintenance costs and reduced system wiring and increased 
flexibility of the system, it has been used in a wide range of 
areas such as industrial automation, remote control, robots 
and unmanned aerial vehicle etc. [2, 3]. Time delay and 
packet loss are the major problems in networked control sys-
tems [4, 5]. The research on networked control has been de-
veloping rapidly in recent years and great achievements have 
been gained in this subject [6, 7]. Most achievement focuses 
on linear networked control system [8, 9]. Some researchers 
concern with the nonlinear control system and have gained 
useful achievements [10]. Fault tolerant control is a kind of 
method that can keep the control system to be stable and 
meet the requirements of performance indicators when some 
parts of the system are failed [11]. During the last 30 years, 
fault tolerant control has gotten great development. Some 
researchers concentrate on the research on passive tolerant 
control [12, 13], and there are others who work on active 
fault tolerant control. [14, 15]. In this paper, we are con-
cerned with the fault tolerant control (FTC) of NCSs with 
short time delay and fixed packet loss rate. Due to the devel-
opment of computer technology, computer hardware and 
software reliability has reached a higher level. 
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The fault-tolerant control of networked control system 
mainly considers sensors’ and actuators’ failure. 

The task of this paper is to take both the characters and 
the working condition of the sensors and actuators into ac-
count. Look at the networked control system as a complex 
object and construct a synthesis model of the whole closed 
loop system and design a fault tolerant control algorithm for 
a kind of networked control system. 

Some achievements have been made in the research on 
FTC of NCSs with random data packet loss. When the max-
imum number of consecutive data packet loss is known, 
Dexiao Xie et al took the actual number of consecutive 
packet loss as an uncertain parameter within the maximum 
number of consecutive data packet loss in system modeling. 
The stability condition is described by a linear matrix ine-
quality (LMI), and the control algorithm is gotten by solving 
LMI [16, 17]. For this method add a variable in system mod-
el. The model becomes more complex and it becomes more 
difficult to design control algorithm. Zhihong Huo et al. con-
structed the extended model of the system and then designed 
the control algorithm by using Lyapunov stability theory or 
Robust Control Theory [18, 19]. If the number of consecu-
tive data packet loss is too large, this method will enlarge the 
dimension of the model and will lead to the heavy load of 
calculating amount. When the maximum number of consecu-
tive packet loss is unknown, Jun Ren et al., used the predic-
tive control to help design the fault tolerant control algorithm 
[20]. With this method, the controller becomes more com-
plex. All of the control algorithms mentioned above are con-
servative to some extent. In order to reduce the conservatism, 
J.P. Georges, et al, tried to use the active fault tolerant con-
trol [21]. Active fault tolerant control needs fault  
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diagnosis first and the designing of the control algorithm 
depends on the exact results of diagnosis. Zhixue Zhang, et 
al., constructed fuzzy model [22]. Wei Li and Luo Xiao yu-
an, et al., assumed that the system parameters are uncertain 
and designed the robust controllers to ensure the stability 
even when the sensors or actuators are a failure [23, 24]. 
Jianguo Yao, et al, designed Simplex architecture to accom-
plish tolerant control software design and implementation 
[25]. Zuoyou Yin et al., employed T-S fuzzy model to give 
sufficient condition for the asymptotic stability of closed-
loop system based on Lyapunov stability theory and linear 
matrix inequality method to design fault tolerant algorithm 
[26]. Adjustable dead bands are explored by Huo Zhihong et 
al as a solution to reduce network traffic in networked con-
trol systems and a new modeling method was presented, 
based on this model, fault tolerant control algorithm was 
designed [27]. A new switched model based on probability is 
proposed by ChunXi Yang et al. to research problems of 
reliable control when actuators become ageing or partially 
disabled [28]. Active fault tolerant control method has been 
researched in networked control. Luo Xiaoyuan, et a.l, did 
the work via Predictive Control method [29]. A fault tolerant 
controller based on PI tracking control is designed by Lina 
Yao and Bo Peng to make the post-fault probability density 
function still track the given distribution, based on the fault 
diagnosis information [30]. Andrea Paoli, et al., have re-
searched on active fault tolerant control of discrete event 
systems using online diagnostics [31]. 

Although some achievements have been made in the re-
search on fault-tolerant control of networked control system, 
but it is still in its infancy, and theory is far from mature. 
There are still many problems to overcome. To present there 
are mainly two kinds of method in research on fault-tolerant 
control of NCS. One is to construct the extension model, due 
to the existence of time delay and packet loss, the dimension 
will be too large. The other is to use intelligent control meth-
od, but this will result in complexity of algorithm. All these 
factors make the application of the fault-tolerant control 
method in the actual system. 

Motivated by the above observations, in this paper, we 
intend to find a new way to design fault tolerant control al-
gorithm for networked control system. We use “packet loss 
rate (PLR)” to characterize the networked control system 
instead of the maximum number of consecutive data packet 
loss to reduce the dimension of the model of the system. 
Suppose that the time delay is shorter than sampling period 
and describe data packet loss with random variables.  
 

The condition of sensors and actuators are described by di-
agonal matrix M and N respectively. Taking time delay, 
packet loss and faults of sensors and actuators into account, 
we present the synthesis discrete-time model of the closed-
loop system. By constructing a Lyapunov function, the sta-
bility of the networked fault tolerant control system is con-
firmed. Meanwhile the networked fault tolerant controller is 
designed. 

2. SYSTEM MODELING 

2.1. Description of the Networked Control System 

A typical structure of networked control system is shown 
as Fig. (1). 

Same as the traditional local computer control system, 
networked control system is composed of the plant, the sen-
sor, a controller and the actuator. For a stabilized system, the 
final state of the object is determined by the reference input. 
The difference between the two kind of systems is that the 
data of the network control system is transmitted via net-
work. The sensors detect the state of the object plant, to send 
it to the controller via network, then the controller gives con-
trol signals based on the control algorithm and the control 
signals are transmitted to actuators via network. Due to that 
signals are transmitted to long distance and the bandwidth 
and the quality of network are limited, whereas time delay 
and packet loss are inevitable. For a certain network, time 
delay is determined by transmission distance. Due to the 
uncertainty of the network, the packet loss is random. 

Taking all factors mentioned above into account, we 
build the synthesis model of the NCS as following: 

The model of the plant is shown as equation (1). 

  
!x(t)=Ax(t)+Bu(t)   y(t)=Cx(t)  (1) 

Among them, x, u and y represent the plant state, control 
input and output of the plant respectively. 

  A, B, C  represent 
the state matrix, input matrix and output matrix respectively. 
Using state feedback control, assume that the total time delay 
of the system is !  and sampling period of the system is T. If 
 !<T  let K represent the feedback gain, then the control input 
is described as (2). 

  

u(t)=
Kx(k),        t![kh+, (k+1)h)

Kx(k-1),     t![kh,kh+e )

"
#
$

 (2) 

Assume that the sensors are time-driven and actuators are 
event-driven, the discrete model of the whole system is 
shown as (3). 

 
x(k+1)=Ax(k)+B

1
Kx(k)+B

2
Kx(k-1)  (3) 

Among them, 
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Now we take packet loss into account. Packet loss  
may occur in the sensor to controller(S-C) channel and may  
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Fig. (1). Block diagram of network control. 
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also occur in the controller to actuator(C-A) channel; both 
situations influence the control input. Use the set

  

!= t
1

t
2

... t
l

t
l+1

"""{ }  to represent the update time of 

the control input. Assume the sampling period of the system 
is T, when 

  
t

l+1
!t

l
>T , it indicates that packet loss occurs be-

tween tl and tl+1 [30], let 

  

!
k
=

1   packet loss occur in S-C chanel 

0 no packet loss  in S-C chanel 

"
#
$

%$
 (4) 

 

!
k
=

1  packet loss occur in C"A chanel 

0 no packet loss in C"A chanel 

#
$
%

&%
 (5) 

Both in sensor to controller channel and in controller to 

actuator channel, packet loss is random. In other words, 
 
!

k

and 
 
!

k
 are both random variables, and they are independent 

of each other. 

Let 
  
û(k),u(k),x̂(k),x(k)  represent the plant’s input, control-

ler’s output, controller’s output, plant’s state at moment kT 
respectively. Assume that the signals are transmitted by sin-
gle packet, then (6) is right.  

  

x̂(k)=(1-!
k

)x(k)+!
k
x̂(k-1)

û(k)=(1-"
k

)u(k)+"
k
û(k-1)

#
$
%

&%
 (6) 

 Employing feedback control 
  
u(k)=Kx̂(k) , the control in-

put is shown as (7). 

  
û(k)=(1-!

k
)(1-"

k
)Kx(k)+(1-!

k
)"

k
Kx̂(k-1)+!

k
û(k-1)  (7) 

Take both time delay and packet loss into account, the 
model of the closed loop system is shown as (8). 

  

x(k +1) = Ax(k)+ B
1
û(k)+ B

2
û(k !1)

= Ax(k)+ B
1
((1!"

k
)(1!#

k
)Kx(k)

+(1!"
k
)#

k
Kx̂(k !1)+"

k
û(k !1))+ B

2
û(k !1)

= ( A+ (1!"
k
)(1!#

k
)B

1
K )x(k)

+(1!"
k
)#

k
B

1
Kx̂(k !1)+ ("

k
B

1
+ B

2
)û(k !1)

 (8) 

2.2. Modeling of NCS Considering Working Condition of 
Sensors and Actuators 

Now consider the working condition of sensors and actu-
ators. Assume the number of the sensors is n, sensors are 
used to detect the plant’s state, construct matrix M as (9). 

  
M = diag m

1
m

2
!!! m

n( )  (9) 

Among them,  

1  ith sensor is  normal 
0 1  ith sensor is in failurei

i

the
m

m the
⎧

= ⎨ ≤ <⎩
, 

i=1,2……n, When the sensors are working properly, the 
state of the plant is sent to controller via network. When sen-
sors are in failure, the signal cannot be transported fully. The 
state that controller use to get control signal is shown as (10). 

  
x̂(k) = (1!"

k
)Mx(k)+"

k
x̂(k !1)  (10) 

 The model of the closed loop system is shown as (11). 

1 2

1

2
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1 2

ˆ ˆ( 1) ( ) ( ) ( 1)
ˆ( ) ((1 )(1 ) ( ) (1 ) ( 1)

ˆ ˆ    ( 1)) ( 1)
ˆ( (1 )(1 ) ) ( ) (1 ) ( 1)

ˆ    ( ) ( 1)

k k k k

k

k k k k

k

x k Ax k B u k B u k
Ax k B KMx k Kx k

u k B u k
A B KM x k B Kx k

B B u k

ϕ θ ϕ θ
ϕ

ϕ θ ϕ θ
ϕ

+ = + + −
= + − − + − −

+ − + −
= + − − + − −

+ + −  

(11) 

In the same way, assuming that actuator provides an m-
dimensional control input for the plant, construct matrix N 
shown as (12). 

  
N = diag l

1
l
2

!!! l
m( )  (12) 

Among them,  

1  jth actuator is normal 
0 1  jth actuator is in failurej

j

the
l

l the
⎧

= ⎨ ≤ <⎩
 

Then we have the real control input shown as (13). 

  
ˆ̂u(k) = N ((1!"

k
)Kx̂(k)+"

k
û(k !1))  (13) 

The model of the closed loop system is shown as (14).  

  

x(k +1) = Ax(k)+ B
1
ˆ̂u(k)+ B

2
ˆ̂u(k !1)

= Ax(k)+ B
1
N ((1!"

k
)(1!#

k
)Kx(k)+ (1!"

k
)#

k
Kx̂(k !1)

   +"
k
û(k !1))+ B

2
Nû(k !1)
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k
)(1!#

k
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1
NK )x(k)+ (1!"

k
)#

k
B

1
NKx̂(k !1)

   + ("
k
B

1
+ B

2
)Nû(k !1)

 

(14) 

Through the analysis above, the synthesis dynamic model 
of the system was established as equation (11) and (14). In 
both models, x(k) represents the plant’s state, 1x̂( k )−  and 

1û( k )−  represents the disturbance. If x(k) is convergent with 
the disturbance on the system, we can say that the system is 
stable. 

3. THE EQUIVALENT MODEL OF THE SYSTEM 

The models shown by (11) and (14) are not useful in con-
troller design, so we construct the extend model. 

For system (11), we construct new state vector shown as 
(15). 

  
z(k) = x

T (k) x̂
T (k !1) û

T (k !1)"
#$

%
&'

 (15) 

Then the expansion model of the system is shown as 
(16). 
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z(k +1) = !

k
z(k)  (16)  
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B B
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+ −⎡ ⎤ ⎡ ⎤
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For system (14), we construct new state vector shown as 
(17). 

  
!(k) = x

T (k) x̂
T (k "1) û

T (k "1)#
$%

&
'(

 (17) 

The expansion model is shown as (18). 

  
!

k
( k+1)="

k
!

k
( k )  (18) 
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=
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In expansion model, all uncertain factors of the systems 
are taken as State variables. These variables and the plant’s 
state construct the state vector of the system. Obviously, 
systems (11) and (14) are subsystem of systems (16) and 
(18) respectively. When systems (16) and (18) are stable, 
systems (11) and (14) are also stable. So we can design FTC 
algorithm based on (16) and (18) instead of basing on sys-
tems (11) and (14). 

4. NETWORKED FAULT TOLERANT CONTOLLER 
DESIGN 

In this section, we work on designing fault tolerant con-
troller for NCS with fixed packet loss rate. That is to con-
struct Stability condition for networked control system. 
which is usable when sensors or actuators are normal or in 
failure.  

 
 

4.1. Packet Loss Rate 

For a certain NCS, at any time, the packet loss is random, 
but when time lasts long enough, the packet loss rate is 
fixed. The packet loss rate of the sensor to controller channel 
and controller to actuator channel are represented as p1 and 
p2 respectively, which are defined by equations (19) and 
(20). 

  

p
1
= lim

n!"

1

n
#

k
k=1

n

$ = p
1
= E(#

k
)  (19) 

  

p
2
= lim

n!"

1

n
#

k
k=1

n

$ = E(#
k
)  (20) 

E() represents the mathematical expectation of the varia-
ble in parentheses. For a networked control system, p1 and p2 
can be gotten by detecting enough data samples. 

4.2. Stability Analysis of NCS with Fixed Packet Loss 
Rate 

Definition 1 The system (16) or (18) is said to be stabi-
lized in the meaning square sense if the equation (21) or (22) 
holds for any initial state   z0!R2n+m  or   !0"R2n+m . 

  
lim

k!"
E{ z

k

2

}=0  (21) 

  
lim

k!"
E{ #

k

2

}=0  (22) 

Lemma 1 Assume x and y are both random variables. 
They are independent of each other, E() represents the Math-
ematical expectation function, then equation (23) holds. 

 
E( xy )=E( x )E( y )  (23) 

Now we analyze the stability station of the NCS with 
fixed packet loss. Taking the working condition of the sen-
sors into account, we have the conclusion as follows: 

Theorem 1 For a networked control system shown as 
(16) with the packet loss rate of S-C channel is p1 and C-A 
channel is p2. For any given symmetric positive definite ma-
trix Q, if there is a unique symmetric positive solution, P 
makes the equation (24) to be right, then the system is stabi-
lized in the meaning square. 

  

A
kM
+p

1
B

1M
+p

2
B

2 M
+p

1
p

2
B

3M
)T

P( A
kM
+p

1
B

1M
+p

2
B

2 M
+p

1
p

2
B

3M
!P=!Q

 (24) 

Proof. The mathematical expectation of State vector zk is 
E (zk), we can get the mathematical expectation of zk+1 by 
equation (25). 

  

E[ z
k+1

]=E[( A
kM
+!

k
B

1M
+"

k
B

2 M
+"

k
!

k
B

3M
)z

k
]

=E[( A
kM
+!
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+"
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2 M
+"
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)]E[ z
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kM
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B

1M
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2
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2 M
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2
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3M
)E[ z

k
]  

(25) 

Define the function V as (26), 
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V ( z

k
)=ET ( z

k
)PE( z

k
)  (26) 

As P is positive, it is obvious that (27) and (28) will hold. 

  
V ( z

k
)|

z
k
=0
=0  (27) 

 
V ( z

k
)|

z
k
!"

="  (28) 

Because V (zk) is the Lyapunov function of the system 
(16), the value of V (zk+1) is shown as (29). 

  

V ( z
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)=E( z
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2
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k
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 (29) 

Then we get 
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1
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1M
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2
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2 M
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1
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2
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1
B
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2
B

2 M
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1
p

2
B

3M
"P ]E[ z

k
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 (30) 

If there is positive matrix P that makes the  
matrix 

  
A

kM
+p

1
B

1M
+p

2
B

2 M
+p

1
p

2
B

3M
)T P( A

kM
+p

1
B

1M
+p

2
B

2 M  

  
+p

1
p

2
B

3M
!P  to be negative, then we can conclude that

0VΔ < , that is the system is stable. 

Taking the working condition of the actuators into ac-
count, we have the conclusion as follows: 

Theorem 2 For system shown as (18), with the packet 
loss rate of S-C channel is p1 and C-A channel is p2. For any 
given symmetric positive definite matrix Q, if there is a 
unique symmetric positive solution P to the equation(31), 
then the system is stabilized in the meaning square. 

 

A
kN

+p
1
B

1N
+p

2
B

2N
+p

1
p

2
B

3N
)T

P(A
kN

+p
1
B

1N
+p

2
B

2N
+p

1
p

2
B

3N
-P=-Q

 (31) 

The proof of the Theorem 2 is same as the Theorem 1. 
Remark: Equations (24) and (30) can be rewritten as oth-

er equations shown as (32) and (33). 

  
F

M
( A,B,C,!,p

1
,p

2
,M ,K ,P,Q )=0  (32) 

  
F

N
( A,B,C,!,p

1
,p

2
,N ,K ,P,Q )=0  (33) 

FM and FN are corresponding functions. As A, B, C,p1, p2 
and τ  are known for a system, for any reasonable values of 
P and Q, we can design K that can make system keep stable 
no matter sensors or actuators are normal or in failure. 

Actuators are usually at the plant site. The data transport-
ed from sensor to controller and transported from controller 
to actuator via the same network, so the packet loss rate of  
 

the two channels is the same in this situation, that is
k kE( ) E( ) pθ = ϕ = . Then the stability condition of the systems 

(16) and (18) will be described as (34) and (35) respectively. 
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5. SIMULATION 

Consider a NCS with the plant is represented by (36). 
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 Assume that the network induced time delay is 15ms, we 
take T=30ms, then the discrete model of the plant is as (37).  
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Assume that the sensor used to detect x2 is in failure and 
the packet loss rate of network is 0.2. By Theorem 1, we can 
get the feedback matrix K=[-0.1 -0.012]. Because packet 
loss is random, we do several experiments to illustrate the 
above conclusion. A set of step response curves of y with the 
sensor in normal condition and in fault condition is shown as 
Fig. (2) and Fig. (3) respectively. We also draw the step re-
sponse curves of y when the sensors in fault condition with 
the packet loss rate are 0.1 and 0.3 as shown in Figs. (4 and 
5) respectively. Any divergence curve can show that the sys-
tem is unstable, so we only give one curve in Fig. (5). 

Both the steps’ response to the curve of y in Fig. (2) and 
in Fig. (3) is convergent. It is shown that the algorithm de-
signed with Theorem 1 can keep the whole system stable 
whether the sensors is in normal condition or in failure. In 
other words, the fault tolerant controller is effective. It is also 
clear that the performance shown in Fig. (3) is worse than 
that in Fig. (2). The overshoot becomes bigger and the ad-
justment time increases. The fault tolerant control can make 
the control system avoid danger when sensors are in failure 
but it cannot make the system keep up its performance. 

With the same control algorithm, and the different packet 
loss rate, the step response curves of y in Fig. (4) are conver-
gent and the curve in Fig. (5) is divergent. It is illustrated 
that the controller designed for the NCS with fixed packet 
loss rate is also useful when the real packet loss rate is lower 
than the packet loss rate used in designing. When the real 
packet loss rate is greater than the packet loss rate used in  
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Fig. (2). Step response curve of y (PLR=0.2, sensors are normal). 

 

 
Fig. (3). Step response curve of y (PLR=0.2, sensor 2 is in failure). 

 

 
Fig. (4). Step response curve of y (PLR=0.1, sensor 2 in failure). 
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Fig. (5). Step response curve of y (PLR=0.3, sensor 2 in failure). 
 

designing, the controller will not be effective anymore, then 
fault tolerant controller should be redesigned. So the margin 
of packet loss rate of the NCS should be known when fault 
tolerant controller is designed. 

CONCLUSION 

In this paper, we researched on the fault tolerant control 
of networked control systems with short time delay and fixed 
data packet loss rate. The packet loss of the two data trans-
mission channels are described by two random variables and 
the working condition of sensors and actuators are described 
by two diagonal matrixes. A synthesis model of the closed 
loop system is presented. Based on this model, we establish 
the condition that can make the system to be stabilized in the 
meaning square sense by constituting a Lyapunov function. 
A simulation example illustrates that the controller designed 
in this way is feasible and effective. Compared with the pre-
vious research, this study has simplified the system model, 
has solved the problems that algorithm cannot be applied due 
to its complexity and has very important theoretical value 
and practical significance in the successful application of 
networked control system. This research also plays a key 
role in improving the network fault-tolerant control theory 
and promotes the development and application of networked 
control technology. In order to better apply theory in reality, 
the next work is to research on the fault-tolerant control of 
nonlinear networked control systems. 
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