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Abstract: With the rapid development of industry and agriculture in our country, the atmospheric contamination degree is 
intensifying, which has become the main factors of influencing the electrical equipment insulation level. In order to ensure 
the security of system operation, the periodic hydrophobic detection of the composite insulator in the operation is required 
to determine its safety. According to the existing problem of low detection accuracy of the present composite insulator 
hydrophobic detection, this paper proposes a BP neural network grading based composite insulator hydrophobic detection 
model. The model is optimized and improved on the basis of the traditional BP neural network algorithm and carries out 
positive and negative transmission after input samples, then compares tonsure weight and the size of the error function, 
calculates according to the comparison results, adjusts the weight of nodes and results in error reduction of the traditional 
BP neural network algorithm. Experimental simulation results show that BP neural network grading based composite in-
sulator hydrophobic detection model is superior to transitional BP neural network algorithm on convergence and network 
error, which can be well applied into the composite insulator hydrophobic detection. 
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1. INTRODUCTION 

With the rapid development of industry and agriculture in 
our country, the atmospheric contamination degree is intensi-
fying, which has become the main factors of influencing the 
electrical equipment insulation level [1]. Electric power sys-
tem has experienced from the porcelain insulator to the glass 
insulator and finally silicone rubber is utilized as composite 
insulator, which is chosen as the main insulator to improve 
the antifouling flash capacity of transmission lines. Hydro-
phobic nature is a kind of physical property of low surface 
energy solid material. Silicone rubber surface has good hy-
drophobic property, namely after the insulator surface is af-
fected by damp, the adsorbed moisture exists in the form of 
discrete isolated small water droplets and does not form a 
continuous water film. It also limits the surface leakage cur-
rent and increases the flashover voltage [2, 3]. The operating 
experience also suggests that silicon rubber’s external insula-
tion and the hydrophobic mobility do not remain constant 
[4]. To test the hydrophobic properties of the composite in-
sulator is the important means of judging composite insula-
tor’s pollution flashover resistance; which is also an im-
portant guarantee to ensure the safe operation of the compo-
site insulator. Therefore, it is very important to carry out the 
study of composite insulator’s hydrophobic detection tech-
nology. 
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Currently, the hydrophobic detection of composite insu-
lator mainly includes static water contact angle method, 
blow grading method and hydrophobic indicator function 
method. The static water contact angle method and blow 
grading method are traditional detecting methods, which are 
suitable for measurements in the laboratory [5-7]. Hydro-
phobic indicator function utilizes digital camera technology 
and computer digital image processing technology to judge 
the insulator hydrophobic nature, its essence is using non-
linear mathematical method to calculate and evaluate insula-
tor hydrophobic [8]. Hydrophobic indicating function meth-
od has been developed very rapidly in recent years. It can be 
subdivided into many methods, the most typical are entropy 
method and shape factor method [9]. Hydrophobic indicating 
function method overcomes the disadvantages of complex 
measuring process, strict conditions demanding, and has 
only confined to laboratory operations of traditional detec-
tion method, so it has attracted the attention of large groups 
of scientific and engineering professionals [10-12]. In addi-
tion to the above methods, we can also show directly by 
leakage current of wet environment to indicate the hydro-
phobic of composite insulator. Some researchers have tried 
to describe sizing of the composite insulator’s hydrophobic 
nature by measuring the high polymer surface charge ability, 
such as COV method proposed by Gorur, but is rarely used 
in the site operations. Marcus has proposed the assumption 
of using helicopters to carry out line composite insulator’s 
hydrophobic charged detection, but this technique is ex-
tremely expensive [13]. 
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Based on the traditional hydrophobic detection method of 
composite insulator, this paper proposes an improved BP 
neural network algorithm based on composite insulator hy-
drophobic detection scheme, which greatly improves the 
accuracy of hydrophobic composite insulators detection. 

2. BP NEURAL NETWORK ALGORITHM 

2.1. BP Neural Network Summary 

BP (Back Propagation) network is proposed by a group 
of scientists headed by Rumelhart and McCelland in 1986, 
which is a multilayer feedforward network trained by error 
Back Propagation algorithm. It is one of the most widely 
used neural network models. BP network can learn and store 
a lot of input - output model mapping relations, without prior 
to revealing mathematical equations that describe the map-
ping relations. Its learning rule is to use the steepest descent 
method, and constantly adjust the network weights and 
thresholds by back propagation and minimization of the error 
sum of squares of the network. Topological structures of BP 
neural network includes input layer, the hidden layer and 
output layer [14, 15]. 

BP neural network algorithm is proposed on the basis of 
existing algorithm of BP neural network, which means arbi-
trary selection of a set of weights, output the given target 
directly as algebraic sum of linear equation to establish the 
linear equations, solve the weight, thus there is no problem 
of local minimum and slow convergence speed of traditional 
methods, and is easier to understand. 

2.2. BP Neural Network Structure 

In biology, the neural is referred to the nerve cells, which 
is the structure and function unit of nervous system. The 
neurons have the function of feeling stimulus and conducting 
exiting. The neurons of neural networks imitate the three 
basic functions of biological neurons: weighting, summation 
and transfer, and BP neuron is similar to other neurons. The 
difference is that the BP neuron's transfer function is nonlin-
ear function, more commonly used functions are logsig, tan-
sig and purelin [16, 17]. 

Fig. (1) gives the normal model of BP neural network, in 
which   x1 ,  x2  !  xn . respectively represent the input of neu-

rons 1,2  !  n ;   Wk1 ,   Wk 2  !  Wkn  respectively indicate the  
 

neuron 1,2 !  n  and the joint strength of neuron k, namely 
the weight value;  bk  is for the threshold; 

  
f( x )  is for the trans-

fer function;  yk  is for the output of neuron  k . The net input 

value  Bk of neuron  k  is shown in formula (1): 

  
Bk = !

i=1

n

wk1 " x1 + bk =Wk X + bk  (1) 

Topology of neural network represents connection pat-
terns of neurons, according to different connection mode, the 
network can be divided into feedback type of network (also 
called circular network) and the non-feedback network. The 
feedback type network refers to the feedback loop between 
neurons; while in the non-feedback network, if neurons are 
hierarchically arranged, and each layer of neurons is con-
nected only with the previous layer of neurons, thus this kind 
of network is called a feed forward network. Feed forward 
networks can be divided into several layers, each layer only 
receives the information from the previous layer, input mes-
sages are delivered to only one layer in turn, which consti-
tutes the multilayer feed forward neural network, which is 
the BP neural network. Fig. (2) is the BP neural network 
structure model, divided into input layer, hidden layer and 
output layer. The hidden layer can be a single layer or multi-
layer. Sample information   x1 ,   x2  !  xn  is delivered from the 
input layer through the hidden layer, until to the output layer. 
In the deliver process, each layer of neurons only affects its 
next layer of neurons. 

The comparison of the actual output and desired output is 
carried out, if error is bigger than the neural network allowed 
error precision then it is entered into back operation process. 
The back operation reversely returns the error signal accord-
ing to the original forward operation path simultaneously 
modifying each neuron’s weight in i in hidden layer, making 
the expected error signal to a minimum and in the end,   y1 ,

  y2 . !  yn . as a output result of the neural network. 

2.3. BP Neural Network Learning 

After determining the structure of BP neural network, it 
needs to train the network through the input and output sam-
ple set, namely study and modify the threshold and weight of  
 

 

Fig. (1). BP Neuron model. 
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neural network, making the network achieve the given in-
put/output mapping relationship, which is the learning of BP 
neural network. The standard BP algorithm is a kind of gra-
dient descent learning algorithm; the weight correction is 
along the opposite direction of the error performance func-
tion gradient. Aiming at the shortcomings of the standard BP 
algorithm, some improved algorithms are given below: 

1. Fastest descend BP algorithm 
2. Assume  k  is for the iteration time, then the modifica-

tion of each layer’s weight and threshold proceeds ac-
cording to the following formula: 

  x(k +1) = x(k)!"g(k)  (2) 

In which:   x(k)  is for the connected weight vector or 

threshold vector between each layer at k ’s iteration: 

  
g(k) = !E(k)

!x(k)
 is for the gradient vector of neuron net-

work output error on each weight or threshold at k ’s itera-
tion. a  is for the learning rate, which is a constant at train-
ing. 

 Ek  is for the performance function of network output er-
ror at  k ’s iteration. 

The advantage of this improved algorithm is that we can 
get relatively stable weight and threshold values. If the con-
vergence speed is slow, the network is easy to fall into local 
extremum, thus oscillations occur in the learning process. 

(2) Momentum BP algorithm 

Momentum BP algorithm introduces momentum factor 

 !(0 <! <1) on the basis of gradient descend algorithm: 

  
!x(k +1) ="!x(k)+# (1$") %&(k)

%x(k)
 (3) 

  x(k +1) = x(k)+ !x(k +1)  (4) 

This algorithm determines the second correction effect 
based on the previous modification effect and thus making 
the correction amount increase in the same gradient direc-
tion. If the previous correction amount is too large, the  
 

second symbol of type (3) is in contrast to the previous cor-
rection symbols; If the previous correction amount is too 
small, the second symbol of type (3) is the same to the pre-
vious correction symbols. Compared with the steepest de-
scent BP learning algorithm, momentum BP learning algo-
rithm shows a better convergence effect, which has a shorter 
learning time. 

3. IMPROVED BP NEURAL NETWORK ALGO-
RITHMS 

3.1. Improvement Ideas of BP Neural Network Algo-
rithm 

In the back propagation stage of BP neural network, the 
connection weights between different nodes use different 
learning rate to carry out optimization search. For example,  
 

in reverse adjustment of the connection weight 

  
wjp1,wjp2 ,...,wjpn  between the output layer  P and hidden 

layer  J , using learning rates   !1,!2 ,...,!n  to adjust. The dif-
ferences in back adjustment between different nodes can 
maximally mobilize the learning rate adaptability, maximally 
satisfies the changing requirements of weights in the study. 
After improvement, the back propagation figure of adaptive 
adjustment is shown in Fig. (3). 

The random selection of small !  as the initial learning 
rate is carried in the improved learning adaptive algorithm. 
In searching for the maximum of error function  E(w) : 

(1) When  E[w(n+1)] < E[w(n)] , it will keep the original 
searching direction. If step is longer it will keep on learning. 
The new step  !

*  can be obtained from the following formu-
la. 

 2!"#"*  (5) 

(2) When   E[w(n+1)] > E[w(n)] , at this time, it only 
needs to shorten the step, keep learning in the reverse direc-
tion of the original searching direction. The new step  !

*  can 
be calculated from the following formula. 

 

 

Fig. (2). BP neural network structure. 
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 ! ÷ 2"!*  (6) 

3.2. Improved BP Neural Network Algorithm Process 

Applying new learning rate adaptive algorithm to carry 
out the learning of BP neural network, it needs to be imple-
mented according to the derivation of the algorithm and 
through computer programming. The improved BP neural 
network can be learnt according to the following steps. 

 (1) BP neural network’s initialization. Set the network 
structure, determine the expectations of sample input and 
sample output. Randomly select the smaller weight matrix
 W  and learning rate  W , and set error precision of network 
learning  e . 

(2) Input samples, forward-propagating. Record the error 
  E (0)  of this forward propagation. 

(3) Counter-propagation, adjust weights. For reversed or-
der weight matrix   W

* = [w1,w2 ,...,wn ,...,wm] , select the vec-

tor   !wi (n),i = 1,2,...,m  step by step to adjust, if the gradient 
of error function on weight is less than the preset minimum 

! , namely 
 

!E
!wi

< " , then turn to step (5). If the gradient is 

larger than the preset minimum, namely 
 

!E
!wi

> " , then turn 

to step (4). 

(4) Find the optimal weights in the gradient direction. 
First adjust the weights and forward propagation calculation 
error   E (1) . Compared   E (1)  with   E (0) , if network error de-
creases then increase learning rate, and readjust the weights, 
and forward propagation calculation   E (1) , until there is no 
longer reduction in error. If online learning rate increases, 
readjust the weights, and calculate forward propagation cal-
culation (1)E , until error no longer reduces. 

(5) Using new weights for forward propagation, update 
the network error value  E (1) . If error is less than the preset 
accuracy e , the network jumps out to enter propagation, end 
 

 

the study, and enter the step (6). If the error is greater than 
the preset accuracy e , order  i = i +1 , when  i < m , namely 
there are nodes’ weight that have not been adjusted, then go 
to step (2) to add a weight adjustment. When  i = m , that is, 
all the weights between nodes have been adjusted but the 
error at this time does not meet the precision requirement, 
then order   i = 0 , carry out a new iterative learning since the 
first node. 

(6) End the BP neural network learning and record the fi-
nal weight matrix. 

4. ALGORITHM PERFORMANCE SIMULATIONS 

In order to explore the improved effect of BP neural net-
work algorithm, we carried out the simulation experiments 
and compared with the traditional BP neural network algo-
rithm. 

(1) Sample data processing 

Input sample data as  1.5! ~ ! , input interval is  0.05! , 
the total number of samples is 50, the size of the sample data 
is in the range of  (!4.3,7.2) . In order to avoid the derivative 
flat change area of Sigmoid function, this article compresses 
the sample data into the range  (0.2,0.8) . If set   X *  for the 
sample after data processing,   Xmin  and   Xmax , is respectively 

the minimum and maximum values of the original sample 
data; the sample can be processed according to the following 
type. 

  
X * = 0.2+ 0.6!

( X " Xmin )
Xmax " Xmin

 (7) 

(2) Determine the BP neural network structure, set the in-
itial parameters. 

Under the provisioning error precision of 0.0001, random 
selection of initial vector and the weights in the interval 

 [0,1] , using Sigmoid function as the activation function. A 
number of studies have shown that a continuous function can 
be approximated by using a network in a hidden layer of any 
closed area. So this experiment selects a BP neural network  
 

 

 

Fig. (3). Reverse the adjustment process to improve the learning rate adaptive algorithm. 
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structure in a hidden layer to learn. The functions fitting 
problem requires only one unit in neural output layer, name-
ly   O = 1 . Considering that the test sample size is enough, we 
set the number of input layer nodes to 5, i.e.  I = 5 . Take con-
stant   a = 6 , and calculate hidden layer nodes  H = 9 . Then 
the network structure of this experiment is ultimately deter-
mined as: a hidden layer BP neural network of  5! 9!1 . 

 (3) Carry out computer programming calculation for the 
new algorithm of improved BP neural network. 

(4) Record the experimental results of new algorithm and 
compare to analyze the learning performance of improved 
BP neural network. 

This article takes the average value of 20 times compu-
ting as a test result. The compared figure of convergence 
speed of improved BP neural network algorithm and tradi-
tional BP neural network algorithm is shown in Fig. (4). 

Then error statistic of improved BP neural network algo-
rithm and the traditional BP neural network algorithm is car-
ried out. The network error curve is shown in Fig. (5). 

We can clearly found that after 5 times of learning, the 
improved BP neural network algorithm’s error can be de-
creased to around 0.01. Since then, after 40 times of iterative 

learning, the network can meet the requirements of 0.0001 
error precision, the error convergence speed is fast. Simulta-
neously, the error curve is smooth, which does not appear 
obviously to beat phenomenon; the entire network learning 
process is fast and smooth. Its network error is lower than 
the traditional BP neural network algorithm. By using the 
proposed improved BP neural network algorithm to detect 
composite insulator hydrophobic can make a better conver-
gence performance than the traditional BP neural network, 
and the network error is smaller. 

CONCLUSION 

Digital image processing techniques are often used in the 
preprocessing of composite insulator hydrophobic image, 
which contains digitization, filtering denoising, image seg-
mentation, and target recognition process. The particularity 
and complexity of hydrophobic image as compared to tradi-
tional image processing algorithms cannot successfully com-
plete image pretreatment process. This paper proposes an 
improved BP neural network algorithm based on composite 
insulator hydrophobic detection method. The experimental 
simulation results validate that the proposed method is effec-
tive and worthy of spreading-utilization. 

 

Fig. (4). Convergence rate comparison chart. 

 

 
Fig. (5). Error contrast experimental results. 
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