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Abstract: It is well known that earthquakes are a regional event, strongly controlled by local geological structures and 
circumstances. Reducing the research area can reduce the influence of other irrelevant seismotectonics. A new sub region-
dividing scheme, considering the seismotectonics influence, was applied for the artificial neural network (ANN) earth-
quake prediction model in the northeast seismic region of China (NSRC). The improved set of input parameters and pre-
diction time duration are also discussed in this work. The new dividing scheme improved the prediction accuracy for dif-
ferent prediction time frames. Three different research regions were analyzed as an earthquake data source for the ANN 
model under different prediction time duration frames. The results show: (1) dividing the research region into smaller sub-
regions can improve the prediction accuracies in NSRC, (2) larger research regions need shorter prediction durations to 
obtain better performance, (3) different areas have different sets of input parameters in NSRC, and (4) the dividing 
scheme, considering the seismotectonics frame of the region, yields better results.  
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1. INTRODUCTION 

Earthquakes are among the most terrifying natural disas-
ters and have seized hundreds of thousands of lives as well 
as destroyed millions of buildings. Statistically, 15 earth-
quake events have respectively caused more than 20,000,000 
people's deaths throughout history. Although other natural 
disasters can be well predicted such as hurricanes [1], ty-
phoons [2], landslides [3], or volcanic eruptions [4], earth-
quake prediction is difficult, but some scientists are trying to 
find methods to do it. There have been numerous efforts us-
ing different applications during the past few decades [5]. 
The earliest earthquake prediction parameters date back to 
more than 70 years ago [6]. Unfortunately, the progress in 
this field is very slow and until recently there were still no 
successful methods to satisfy the requirements described by 
Allen (1982) [7], which included predictions of when, 
where, how big and how probable an impending earthquake 
would be. 

The reason for this failure is that the occurrence of earth-
quakes is a very complex process influenced by a large num-
ber of factors for which the effects are still not exactly un-
derstood. Traditional statistical and mathematical methods 
are not easily able to analyze such complex processes and 
overcome the distorted control force due to time-delay [8], 
The artificial intelligence technique seems a feasible method 
to solve this issue, due to its powerful ability to process 
complex variable data and non-linear variable data. The arti-
ficial intelligence earthquake prediction model was 
 

 
 
 

developed and continues to arouse attention. Nevertheless, 
the ANN stands out from other artificial intelligent tech-
niques due to its strong non-linear fitting capabilities that can 
be mapped to any complex non-linear relationship [9]. ANN 
also has simple usage instructions and easy access to com-
puter implementation. The resilience, large memory capac-
ity, strong non-linear mapping ability and self-learning capa-
bility enable the neural network to process a large amount of 
complex non-linear data. 

The first ANN model for earthquake prediction was 
modified by a financial market forecasting model [10]. This 
model includes three inputs: time, intensity and location. 
These three inputs are known as the three basic elements of 
an earthquake. This model correctly predicted two earth-
quakes using major groups 1° in longitude in the Azores with 
a range of ±5-6 months [10]. Three different ANN models 
used a novel set of seismicity indicators which were applied 
to forecast the earthquake magnitude for southern California 
and San Francisco bay. These ANN models achieved accept-
able results for the earthquake of a magnitude between 6.0 
and 7.5 [11]. What is remarkable about their work is that 
they compared the prediction accuracies with a recurrent 
neural network, a radial basis function neural network and a 
Levenberg-Marquardt back-propagation neural network. The 
recurrent neural network yielded the best prediction result so 
they tried to predict the time and location of an earthquake in 
southern California by recurrent neural network [12]. Prob-
abilistic neural network, also a type of ANN, was used to 
forecast the earthquake in southern California and presented 
good prediction accuracies for earthquakes of magnitudes 
between 4.5 and 6.0 [12]. The radial basis function neural 
network yielded more accurate and effective prediction re-
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sults than adaptive neural fuzzy, a kind of artificially intelli-
gent method, in South Iran [13]. The ANN's earthquake pre-
diction models were used in many other regions such as 
Greece [14], the northern Red Sea area [15], Chile [16, 17] 
and East Anatolian fault region [18]. 

There have been many efforts to find the methods to 
promote the prediction accuracies of ANN's earthquake pre-
diction model during the past years. Many kinds of ANN 
methods were compared to search for the rational method to 
build the earthquake model [5, 12, 13, 19]. Seismicity indi-
cators were analyzed to choose the rational input parameters 
[11,16] and to consider the monitoring data [18, 14, 20]. The 
best set of seismicity indicators to predict earthquakes were 
also discussed [16]. The prediction range and period were 
considered [12]. These studies indicated that there are two 
methods to improve earthquake prediction: (1) reducing the 
prediction time frame from one month to twenty two days 
and (2) dividing the seismic regions into smaller areas and 
performing a parametric study. However, they just divided 
the seismic region into regular smaller areas, according to 
coordinates, without considering the seismotectonic frame of 
the region. It is possible this destroyed the integrity of the 
earthquake data and intermingled the relationship between 
the earthquake and the tectonic unit because the earthquake 
is a geological event controlled by local geo-structure and 
has an inner-relationship with the tectonic unit [21].  

This work is based on the three previous works [11, 16, 
17] and uses Recurrent Neural Network (RNN) to predict 
earthquakes in the northeast seismic region of China (NSRC 
in brief). This work will apply feature selection techniques to 
obtain a better set of features for NSRC from 16 seismicity 
indicators which were discussed by Panakkat&Adeli (2007) 
[11] and Reyes et al. (2013) [17], as ANN's input parameters 

following the method from Martínez-Álvarez et al. (2013) 
[16]. The accuracies of the earthquake predictions are im-
proved by dividing the research region into rectangular sub-
regions and tectonic units. The earthquake prediction accura-
cies caused by the two different fragment schemes are dis-
cussed. The result shows: (1) dividing the research region 
into sub-regions can improve the prediction accuracies in 
NSRC, (2) bigger research regions need shorter prediction 
duration to obtain better performance, (3) different areas 
have different improved sets of input parameters in NSRC, 
(4) the dividing scheme considering the seismotectonics 
frame of the region yields better results than others. This 
result indicates that the occurrences of earthquakes rely on 
the geological structure but the regional seismotectonics 
frame must also be considered during the procedure of the 
earthquake data processing. 

2. BACKGROUND INFORMATION 

This section serves to introduce some background infor-
mation about this work, such as the research region (NSRC), 
the smaller research region divided by regular coordinates 
and by seismotectonics frame, and the data source of this 
research. 

2.1. NSRC 

The northeast seismic region of China, which consists of 
Heilongjiang Province, Jilin Province and some parts of In-
ner Mongolia Autonomous Region and the Liaoning Prov-
ince. Considering tectonic unit boundary, earthquake posi-
tioning error and earthquake catalog integrity the NSRC also 
includes a little part of Russia, Korea and Mongolia, shown 
in Fig. (1). The history records no M 7.0 earthquake events 
occurred in this region and the seismic activity in this region 

 
Fig. (1). The brief schematic of the NSRC. 
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was relatively weak not only in intensity but also in quantity 
in the past. A few studies have been made regarding its ac-
tivity and potential seismic risks in the future [22]. However, 
since 2013, 7 events of magnitude from M 5.0 to M 5.9 have 
occurred in this region. This indicates that the NSRC is en-
tering its earthquake-active period that was influenced by the 
western Pacific plate subduction exacerbation, which was 
manifested by the Tohoku M 9.0 event, 2011 and Okhotsk 
Sea M8.3 event, 2013. The seismic time sequence diagram 
(Fig. (2)) and seismic energy release curve (Fig. (3)) of 
NSRC also show a significant enhancement in seismic ac-
tivities in 2013. Statistics show the majority of earthquakes 
were M 5.0 in NSRC with a magnitude of M5.0- M5.9, and 
only 4 events were more than M6.0, the biggest was about 
M63/4. Although earthquakes with magnitude of M5.0- M5.9 
may not directly cause the deaths of civilians, it can cause 
suffering to people as well as huge financial loss. An exam-
ple of financial loss is the Songyuan M 5.8 earthquake Se-
quence, 2013 affected 60,000 residents, seriously damaged 
16,000 houses, 40,000 buildings somewhat damaged, 310 
houses collapsed and caused the economic loss of 2 billion 
RMB (about 300 million US dollars). Furthermore, these 
earthquakes will generate social problems such as rumor or 
panic. An earthquake of this magnitude has a higher prob-
ability of occurence than a M 6.0 one. So we will focus on 
predicting the earthquakes with a magnitude of M 5.0- M 5.9 
in the NSRC. 

2.2. Research Region Dividing 

Dividing the seismic region into smaller areas can pro-
mote the prediction accuracies of ANN's earthquake predic-
tion model [12]. In this work, the NSRC was also divided 
into rectangular research regions and tectonic units. The 
NSRC has relatively low seismicity intensity and frequency. 
In order to ensure sufficient earthquake data, regular rectan-
gular research regions were divided into 2° 2°and four re-
gions were randomly selected as research areas. These are 
named REC-1 (between 121°E and 123°E longitude and 
47°N and 49°N latitude), REC-2 (between 129°E and 131°E 
longitude and 47°N and 49°N latitude), REC-3 (between 
118°E and 120°E longitude and 44°N and 46°N latitude) and 
REC-4 (between 123°E and 125°E longitude and 44°N and 
46°N latitude). Four tectonic units were also randomly se-
lected as research areas. These are named as TEC-1 (Daxin-
ganling uplift block), TEC-2 (central depression of Songliao 
basin), TEC-3 (Jiamusi uplift block) and TEC-4 (Southern 
uplift of Songliao basin) (Fig. (1)). The four rectangular re-
gions and four tectonic units were studied and predicted as 
research areas and the prediction accuracies are discussed in 
Section 5. 

2.3. Data Source 

The earthquakes in NSRC can be divided into two cate-
gories based on focal depth: the first is the shallow earth-

 

Fig. (2). The seismic time sequence diagram. 

 

Fig. (3). The seismic energy release curve. 
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quake (the focal depth＜60km), and the second is the deep 
earthquake (the focal depth＞300km). In this work, when it 
comes to earthquakes we just consider the shallow earth-
quakes. The main seismicity catalog used in this work was 
derived from 2 resources. The data of moderate to strong 
earthquakes (the magnitude is equal to or larger than M 4.7) 
was derived from the following: China Earthquake Cata-
logue (Monitoring and Forecasting Division of Earthquake 
Administration of China, 2010), Modern China Earthquake 
Catalogue (Earthquake Disaster Prevention Division of 
Earthquake Administration of China,1999), Northeast His-
torical Earthquake Series (Seismological Press, 1992) and 
China Earthquake Details Catalogue (Earthquake Analysis 
and Prediction center of Earthquake Administration of 
China,1970-2013). Then, the data of small earthquakes (the 
magnitude is smaller than M 4.7) was derived from instru-
mental records which are recorded in China Earthquake De-
tails Catalogue (Earthquake Analysis and Prediction Center 
of Earthquake Administration of China,1970-2013) and re-
ferred to the earthquake catalog of the Earthquake Admini-
stration of Heilongjiang Province, Jilin Province, Liaoning 
Province and Inner Mongolia Autonomous Region. 

3. METHODOLOGY 

In this section, the earthquake prediction model, the 
methods of determining the best set of input parameters and 
the calculation results assessment are briefly introduced. 

3.1. Earthquake Prediction Model 

Martínez-Álvarez et al. (2013) [16] had compared the 
prediction accuracy of the artificial neutral network with 
Naive Bayes (NB), K-nearest neighbors (KNN) and support-
vector machines (SVM). The comparison result showed 
ANN had better performance than any other classifier. This 
work builds the earthquake prediction model by ANN. Many 
researchers have discussed and described the concept of 
ANN in details [8, 23, 24]. We will not introduce the concept 
of BPN here, but focus on presenting how to build the ANN 
earthquake prediction model. The model is composed of 
three layers: the input layer, hidden layer and output layer. 
The input layer has 7 input indicators, the hidden layer has 

15 neurons and the output layer has 2 output parameters. 
Firstly, there are 16 alternative parameters for input set, de-
rived from two previous research papers [12,17], Input=[x1, 
x2, x3, x4, x5, x6, x7, T, Mmean, dE

1/2, , a, M, μ, c, ]. The first 
7 parameters came from Panakkat&Adeli (2009) [12], and 
the next 9 parameters were obtained from Reyes et al. (2013) 
[17]. For detailed information about these parameters please 
refer to these research papers. The best input set of every 
research region, which includes 7 parameters was obtained 
by Weka software(See section 3.2). The output includes 2 
parameters: one is the maximum magnitude Mmax observed 
in the next 30 days and the other is the time t (measured by 
days) recorded the temporal duration when the maximum 
earthquake occurred. The Weka software was used to build 
and calculate the previously mentioned model. 

3.2. Better Set of Features 

Martínez-Álvarez et al. (2013) [16] applied the Weka 
software to measure the information gain associated with 
each feature with respect to the class, and discussed the sig-
nificance of choosing the rational input parameters. It is the 
first time the Weka software has been applied for earthquake 
prediction [16]. We adopted this method in our work to 
choose the best input parameters of every research region 
(Table 1), the details of this method are proposed in [16]. 

3.3. Evaluating Method 

The assessment methods are modified from past research 
[11, 16, 17, 19]. First of all, several important parameters 
have to be introduced: 

1. Double true (DT). The number of times that an im-
pending earthquake was properly predicted in magnitude and 
time. 

2. Magnitude true (MT). The number of times that the 
ANN model was properly predicted an earthquake only in 
magnitude. 

3. Time true (TT). The number of times that the ANN 
model was properly predicted an earthquake only in time. 

4. Double false (DF). The number of times that the pre-
diction result was wrong in magnitude and time. 

Table 1. The best set of input indicators of the research regions. 

Resaerch Region Input Parameters Set 

NSRC x6 x7 T Mmean dE1/2 c  

REC-1 x4 x5 x6 x7 Mmean dE1/2 c 

REC-2 x1 x6 x7 T Mmean μ c 

REC-3 x6 x7 T Mmean μ c  

REC-4 x4 x5 x6 x7 Mmean dE1/2 c 

TEC-1 x1 x2 x3 x4 x5 T c 

TEC-2 x1 x2 x3 x4 x5 T c 

TEC-3 x6 x7 T Mmean dE1/2 c  

TEC-4 x6 x7 T Mmean μ c  
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The rate of perfect prediction result (denoted by PDT), the 
rate of proper magnitude prediction (denoted by PM), the rate 
of proper time prediction (denoted by PT), and the rate of 
entirely false prediction result (denoted by PDF) are calcu-
lated by the equation below: 

PDT=DT/(DT+MT+TT+DF)           (1) 

PM=(DT+MT)/ (DT+MT+TT+DF)         (2) 

PT=(DT+TT)/ (DT+MT+TT+DF)         (3) 

PDT=DF/(DT+MT+TT+DF)           (4) 

Additionally, the chi-square statistic test was applied to 
check the prediction accuracy difference (denoted by PC) 
between the different research region definition criterions. 
For the detailed concept of the chi-square statistic test can 
refer to Moor (1976) [25]. 

Finally, these parameters are comprehensively compared 
to find out which research region definition criterions can 
yield better prediction accuracy. 

4. CALCULATION RESULTS 

This section serves to present the modeling result of the 
ANN earthquake prediction model by different research re-
gion definition criterions: the entire region (presented by 
NSRC), the smaller rectangular regions (presented by REC-1 
to REC-4), and the smaller seismotectonics unit regions 
(presented by TEC-1 to TEC-4). The prediction time frame 
was also considered in this work, it changed from one month 
(Table 2) to 15 days (Table 3) and 7 days (Table 4). 

5. DISCUSSION 

This section is to summarize and compare the data and 
tables from previous sections. It also serves to show the pre-
diction performance of different research region definition 
criterions and prediction time frames. 

Table 1 lists the best set of input indicators of the re-
search regions analyzed. It shows the research regions have 
different best sets of input features. It indicates earthquake 
occurrence has regional characteristics, because it depends 
on local special and complex circumstance.  

Tables 2-4 show the prediction performance for research 
regions with the prediction time frame from one month (Ta-
ble 2) to 15 days (Table 3) and 7days (Table 4). For NSRC, 
the 7 days prediction time frame yields better prediction ac-
curacy than either 30 days or 15 days. The result is in line 
with the previous research [12] about how reducing the pre-
diction time frame can improve the prediction accuracy to 
some extent. However, the smaller research regions are not 
able to meet this conclusion. The rectangular sub-regions 
produced better results when the prediction duration is 30 
days, while the seismotectonics unit smaller sub-regions 
need 15 days of prediction duration. The reason is that the 
mean time between typical events is relatively longer than 
the prediction duration due to the fact that smaller sub-
regions have more mean time between typical events. In 
other words, the 15 days and 7 days prediction time frames 
are considerably shorter than the duration of a typical earth-
quake of the rectangular sub-regions and the seismotectonics 
unit sub-regions, respectively. 

Table 2. The prediction performance for research regions of 30 days prediction time frame. 

Region DT MT TT DF PDT (%) PM (%) PT (%) PDF (%) 

NSRC 44 140 33 125 12.87 53.80 22.51 36.55 

REC-1 to REC4 55 27 16 9 51.40 76.64 66.36 8.41 

TEC-1 to TEC4 105 56 27 9 53.30 81.73 67.01 4.57 

Table 3. The prediction performance for research regions of 15 days prediction time frame. 

Region DT MT TT DF PDT (%) PM (%) PT (%) PDF(%) 

NSRC 70 138 43 91 20.47 60.82 33.04 26.61 

REC-1 to REC4 54 15 12 26 50.47 64.49 61.68 24.30 

TEC-1 to TEC4 106 61 28 2 53.81 84.77 68.02 2.06 

Table 4. The prediction performance for research regions of 7 days prediction time frame. 

Region DT MT TT DF PDT (%) PM (%) PT (%) PDF (%) 

NSRC 90 122 51 80 26.23 80.61 53.61 23.32 

REC-1 to REC4 54 13 11 29 50.47 62.62 60.75 27.10 

TEC-1 to TEC4 106 27 26 38 53.81 67.51 67.01 19.29 
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The result of this work is in accordance with the research 
of Panakkat&Adeli (2009) [12], which suggested that divid-
ing the seismic region into smaller areas could yield better 
prediction accuracy. Both the regular smaller sub-regions 
and the seismotectonics unit smaller sub-regions yield obvi-
ously better results than the large whole region, according to 
PC< by chi-square statistic test. The Table 2 to Table 4 
also show that under different prediction time frames the 
smaller research regions produced better results than the 
NSRC and the seismotectonics unit smaller sub-regions have 
higher accuracy than the regular smaller sub-regions. Al-
though, the prediction accuracy differences between the rec-
tangular sub-regions and the seismotectonics unit sub-
regions are not significant, a small increase can still be ob-
served. The seismotectonics unit sub-regions have higher 
accuracy than the regular smaller sub-regions, in spite of the 
seismotectonics unit sub-regions have larger area. This effect 
can be explained by the fact that the earthquake is a geologi-
cal event controlled by local geo-structure and has an inner-
relationship with the tectonic unit [21]. It is well known that 
the distribution of earthquakes is uneven and controlled by 
local geo-structure so the regional seismotectonics frame 
must be considered during the procedure of the earthquake 
data processing.  

The geological structures have analogous characteristics 
and an activity rhythm in the same seismotectonics unit. The 
different seismotectonics units have different seismicity 
rhythms controlled by their respective geological structures 
characteristics and activity rhythm. The large research region 
is composed of several seismotectonics units; the different 
seismicity rhythms of these seismotectonics units interfere 
and influence each other, which lead to a relatively inaccu-
rate prediction result. Dividing the research region into 
smaller areas can reduce above mentioned interference and 
influence by reducing the involved number of seismotecton-
ics. However, dividing the research regions into rectangular 
smaller areas cannot reduce this interference and influence 
due to seismotectonics units not being rectangular in shape. 
The rectangular smaller sub-regions consist of less seis-
motectonics units than the large region but they normally 
involve two or more seismotectonics units. Dividing the 
large region into seismotectonics units can reduce these im-
pacts to a minimum by ensuring a uniform seismicity rhythm 
in the smaller areas and generates higher accuracy. 

CONCLUSION 

Earthquake prediction, a well-accepted and difficult is-
sue, is deserving of our efforts to explore due to the fact 
there is still a lot of space for improvement. The authors fol-
low the previous researches [11, 12, 16, 17, 19, 26] to pro-
mote the earthquake prediction accuracy of the ANN model, 
and to find out the seismotectonics model considered to gen-
erate better results because earthquakes are a regional geo-
logical event and strongly depend on local geological cir-
cumstance. In general, the following conclusions can be 
drawn from this work: 

1. Under the premise of adequate seismicity data, divid-
ing the research region into smaller sub-regions can improve 
the prediction accuracies in NSRC.  

2. Shortening the prediction duration can improve the 
prediction results but the prediction duration must be longer 
than the mean time between typical events. That is to say 
larger research regions need shorter prediction duration to 
obtain better performance, because larger regions have more 
earthquake data and relatively shorter mean time between 
typical events. 

3. Earthquakes are regional geological events and have 
the regional characteristics of the region. This leads to the 
regional seismicity characteristics. Different areas have dif-
ferent improved sets of input parameters due to regional 
seismicity characteristics. 

4. Dividing the large region into seismotectonics units 
can reduce the interference and influence from other seis-
motectonics units and promote better prediction accuracy. So 
the dividing scheme considering the seismotectonics frame 
of the region yields better results than the others of options. 

CONFLICT OF INTEREST 

The authors confirm that this article content has no con-
flict of interest. 

ACKNOWLEDGEMENTS 

This work is supported by the Internal Contract Science 
Research Project of Earthquake Administration of Jilin Prov-
ince (201512) (201507). 

REFERENCES 

[1] M. A. Bender, T. R. Knutson, R. E. Tuleya, Joseph J. Sirutis, and 
G.A. Vecchi, “Modeled impact of anthropogenic warming on the 
frequency of intense Atlantic hurricanes ”, Science, vol. 327, pp. 
454-458, 2010. 

[2] J. Sun, and H. Chen, “Predictability of western North Pacific ty-
phoon activity and its factors using DEMETER coupled models”, 
Chinese Science Bulletin, vol. 56, pp. 3474-3479, 2011. 

[3] A. K. Takara, Y. Yamashiki, K. Sassa, A. Bagiawan, and H. F. 
Ibrahim, “A distributed hydrological–geotechnical model using 
satellite-derived rainfall estimates for shallow landslide prediction 
system at a catchment scale”, Landslides, vol. 7, no. 3, pp. 237-
258, 2010. 

[4] A. F. Bell, M. Naylor, M. J. Heap, and L. G. Main, “Forecasting 
volcanic eruptions and other material failure phenomena: An 
evaluation of the failure forecast method”, Geophysical Research 
Letters, vol. 7, pp. 237-258, 2011. 

[5] A. Panakkat and H. Adeli, “Recent efforts in earthquake predic-
tion”, Natural Hazards Review, vol. 9, pp. 70-80, 2008. 

[6] M. Ishimoto, and K. Iida, “Observations of earthquakes registered 
with the microseismograph constructed recently”, Bull. Earthq. 

Res. Inst, vol. 17, pp. 443-478, 1939. 
[7] C. R. Allen, “Responsibilities in earthquake prediction”, BSSA, vol. 

66, pp. 2069-2074, 1982. 
[8] S. Narayankumar, K. Raja, R. Dhanasekaran, and M. Indradevi, “A 

review of application of intelligent techniques in earthquake predic-
tion”, IJEEEAR, vol. 2, no.SP-1, pp. 217-220, 2014. 

[9] G. V. Otari, and R. V. Kulkarni, “A review of application of data 
mining in earthquake prediction”, International Journal of Com-

putr Science and Information Technologies, vol. 3, pp. 341-349, 
2006. 

[10] E. I. Alves, “Earthquake forecasting using neural networks: results 
and future work”, Nonlinear Dynamics, vol. 44, pp. 237-258, 2011. 

[11] A. Panakkat, and H. Adeli, “Neural network models for earthquake 
magnitude prediction using multiple seismicity indicators”, Inter-

national Journal of Neural Systems, vol. 17, pp. 13-33, 2007. 
[12] A. Panakkat, and H. Adeli, “Recurrent neural network for ap-

proximate earthquake time and location prediction using multiple 



528       The Open Civil Engineering Journal, 2015, Volume 9 Sheng et al. 

seismicity indicators”, Computer-Aided Civil and Infrastructure 

Engineering, vol. 24, pp. 280-292, 2009. 
[13] A. Zamani, M. R. Sorbi, and A. A. Safavi, “Application of neural 

network and ANFIS model for earthquake occurrence in Iran”, 
Earth Science Informatics, vol. 6, pp. 71-85, 2013. 

[14] M. Moustra, M. Avraamides, C. Christodoulou, “Artificial neural 
networks for earthquake prediction using time series magnitude 
data or seismic electric signals”, Expert Systems with Applications, 
vol. 38, pp. 15032-15039, 2011. 

[15] A. S. N. Alarifi, N. S. N. Alarifi, and S. Al-Humidan, “Earthquakes 
magnitude predication using artificial neural network in northern 
Red Sea area”, Journal of King Saud University - Science, vol. 24, 
pp. 301-313, 2012. 

[16] F. Martínez-Álvarez, J. Reyes, A. Morales-Esteban, and C. Rubio-
Escudero, “Determining the best set of seismicity indicators to pre-
dict earthquakes. Two case studies: Chile and the Iberian Penin-
sula”, Knowledge-Based Systems, vol. 50, pp. 198-210, 2013. 

[17] J. Reyes, A. Morales-Esteban, and F. Martínez-Álvarez, “Neural 
networks to predict earthquakes in Chile”, Applied Soft Computing, 
vol. 13, pp. 1314-1328, 2013.  

[18] F. Kulahci, M. Inceoz, M. Dogru, E. Aksoy, and O. Baykara, “Arti-
ficial neural network model for earthquake prediction with radon 
monitoring”, Appl Radiat Isot, vol. 67, pp. 212-219, 2009. 

[19] H. Adeli, and A. Panakkat, “A probabilistic neural network for 
earthquake magnitude prediction”, Neural Netw, vol. 22, pp. 1018-
1024, 2009. 

[20] S. M. Hashemi, A. Negarestani, M. Namvaran, and S. M. M. 
Nasab, “An analytical algorithm for designing radon monitoring 
network to predict the location and magnitude of earthquakes”, 
Journal of Radioanalytical and Nuclear Chemistry, vol. 295, pp. 
2249-2262, 2012. 

[21] R. H. Sibson, “Continental fault structure and the shallow earth-
quake source”, Journal of the Geological Society, vol. 140, pp. 
741-767, 1983. 

[22] W. Min, Y. Liu, D. Jiao, J. Shen, and X.Pan, “Evidence for Holo-
cene activity of the Yilan-Yitong fault, northeastern section of the 
Tan-Lu fault zone in Northeast China”, Journal of Asian Earth Sci-

ences, vol. 67-68, pp. 207-216, 2013. 
[23] S. Chakraverty, P. Gupta, and S. Sharma, “Neural network-based 

simulation for response identification of two-storey shear building 
subject to earthquake motion”, Neural Computing and Applica-

tions, vol. 19, pp. 367-375, 2009. 
[24] S. S. Lakshmi, and R. K. Tiwari, “Model dissection from earth-

quake time series: A comparative analysis using modern non-linear 
forecasting and artificial neural network approaches”, Computers & 

Geosciences, vol. 35, pp. 191-204, 2009. 
[25] D. Moor, “Chi-square test”, Purdue, pp. 23-56, 1976. 
[26] A. Morales-Esteban, F. Martínez-Álvarez, and J. Reyes, “Earth-

quake prediction in seismogenic areas of the Iberian Peninsula 
based on computational intelligence”, Tectonophysics, vol. 593, pp. 
121-134, 2013. 

 

Received: September 16, 2014 Revised: December 23, 2014 Accepted: December 31, 2014 

© Sheng et al.; Licensee Bentham Open. 
 

This is an open access article licensed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/ 
by-nc/3.0/) which permits unrestricted, non-commercial use, distribution and reproduction in any medium, provided the work is properly cited.  

 
 
 


