Recognition of Chinese Entertainment News Words Using SVM-based Active Learning Strategy
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Abstract: The recognition of Chinese entertainment news words is an important task for Chinese information processing. In order to solve the problem of recognizing the Chinese entertainment news words, a SVM-based method has been introduced in this paper, which uses active leaning strategy. It selects new instances, incrementally, to be labeled and included in its training set to form an incremental course of learning. The results of the test show that the method is efficient and the precision and recall of entertainment news words recognition achieved are 78.92% and 86.42%, respectively. The method in this paper has gained good effect.
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1. INTRODUCTION

The recognition of Chinese entertainment news words is an important task in Chinese information processing. With the development of the world, the importance of information has become increasingly prominent and analysis and identification of news words have attracted more and more attention. The entertainment news words should be seen as a branch of news research fields. Statistical data show that the ratio of entertainment news words is approximately 21.6%. These words cover a wide range and variety of shapes and patterns which change over time, and they have no obvious morphological markers, so they can be identified with difficulty.

Nowadays, the recognition methods for entertainment news words are divided into two categories: rule-based and statistics-based. The method of statistics-based is used more, including the hidden Markov model [1-4], the maximum entropy model [5, 6], etc.; this method has however obtained some achievements. The system performance which is obtained by statistical methods is closely related to the size and field of the labeled corpus. The composition of news entertainment discourse varies greatly in different areas and at times is very unstable and the tagging of the corpus consumes more energy and time. All these factors often not only become key issues for improving the system performance, but they also limit system migration between different application fields, which is difficult to meet the demands of practical applications.

The support vector machine (SVM) which was developed on the basis of statistical learning theory is a new general learning method. Compared with some statistical learning methods in the past, SVM is based on structural risk minimization principle and has shown superior performance. It can often get better results than other methods especially in the case of limited sample sets. Currently, SVM has been used in many areas of the natural language processing, such as text classification, shallow parsing, phrase recognition etc., and it has achieved good results. This paper attempts to apply SVM in the recognition of Chinese entertainment news phrases, use SVM to identify entertainment news phrases in correct segmentation corpus, improve learning control accuracy and reduce the workload of the manual sample tagging by combining with active learning strategies in the sample selection and training.

2. BASIC PRINCIPLES OF SVM

SVM algorithm has been derived from the statistical learning theory. The algorithm is based on the structural risk minimization principle, which can compress the collection of raw data to support the vector set (usually is the former’s 3%-5%), through learning in order to get the classification decision function. The basic idea is to construct a hyper plane as the decision surface, so that the interval between the positive and negative mode is maximum.

SVM method is proposed when optimal classification surface is linearly separable, which is shown in Fig. (1).

The hollow circles and open squares represent two kinds of the training samples. H is the classification line that is separated correctly. H1 and H2 are lines which pass through the points which are nearest to various types of sample and parallel to the classification line. And the distance between the two lines is called the classification interval. In accordance with the principle of empirical risk minimization theory, SVM’s actual risk is decided by the formula (1).

\[ R(\omega) \leq R_{emp}(\omega) + \Phi \] (1)
Where, \( R(\omega) \) represents the actual risk, \( R_{\text{emp}}(\omega) \) represents the empirical risk, and \( \Phi \) represents the confidence interval. Complete separation ensures that \( R_{\text{emp}}(\omega) = 0 \) and maximum interval ensures that the minimum range of confidence interval is \( \Phi \), so that the real risk is minimum.

Fig. (1). The optimal classification surface.

Let linearly separable sample set be \((x_i, y_i), i = 1, \ldots, n, x, y \in \mathbb{R}^n, y \in \{+1, -1\}\). The general form of a linear discriminant function in n-dimensional space is \( g(x) = \omega \cdot x + b \). The equation of classified surface is:

\[
g(x) = \omega \cdot x + b = 0
\]

(2)

The discriminant function \( g(x) \) is taken as normalized, and all types of samples accord with \( |g(x)| \geq 1 \). The classification interval is equal to \( 2 / \| \omega \| \). The problem is transformed into keeping the largest interval in accordance with the condition that the classification line can correctly classify all samples. It is symbolically described as:

\[
\begin{align*}
\text{min } f(x) &= 2 / \| \omega \| \\
\text{s.t. } y_i[(\omega \cdot x_i) + b] - 1 &\geq 0, i = 1, 2, \ldots, n
\end{align*}
\]

(3a)

In the case of non-linear discriminant function, certain training samples do not meet the condition of expression (3b). So a relaxation item \( \varepsilon_i \geq 0 \) is added to the left of the condition formula (3b). Formula (3a) that is minimized is equivalent to maximize \( \Phi(\omega) = \| \omega \|^2 / 2 \). According to the Lagrange function and Kuhn-Tucker conditions, formula (3) eventually can be converted to:

\[
\begin{align*}
\text{max } & \Phi(\omega, \varepsilon) = \frac{1}{2} (\omega^T \omega) + Q \sum_{i=1}^{n} \varepsilon_i \\
\text{s.t. } & \varepsilon_i \geq 0, \forall i \\
& y_i(\omega^T x_i + b) \geq 1 - \varepsilon_i, \forall i
\end{align*}
\]

(4a)

The optimal classification function is obtained by solving equation (4) and is shown as equation (5).

\[
f(x) = \text{sgn}[\omega^T x + b]
\]

(5)

\[
\varepsilon_i \geq 1 - y_i(\omega^T x_i + b)
\]

is obtained by the formula (4b), so formula (4a) can be rewritten as:

\[
\Phi(\omega, \varepsilon) = \frac{1}{2} \omega^T \omega + Q \sum_{i=1}^{n} [1 - y_i(\omega^T x_i + b)]
\]

(6)

The constant Q in formula (4a) is at equilibrium between the generalization ability and training accuracy. When Q is smaller, SVM has better generalization ability; When Q is larger, SVM has smaller training error. Formula (4b) introduces slack variable which allows some points to overstep the boundary and increases the SVM ability of noise immunity in the case of non-separable. Since the introduction of slack variables, a boundary is defined relative to formula (5) to each sample:

\[
\gamma_i = y_i f(x)
\]

(7)

Giving a training set \( s = \{x_i, y_i\}_n \), formula (6) and (7) show that the goal of SVM learning algorithm is to find a function \( f(x) \) in order to obtain the max boundary and 

\[
\max \sum_{i=1}^{n} \gamma_i \text{ of } f(x) \text{ relative to training set.}
\]

3. ACTIVE LEARNING STRATEGIES

3.1. Active Learning Strategies in Statistical Learning

Active learning is a machine learning technique, which chooses the most effective information samples from the ever labeled samples iteratively, and then can be marked manually. Each learner can choose some of the most effective training samples from a large number of unlabeled texts and reduce many labels which have little help to improve the accuracy of the learner, so the learner can obtain the same accuracy but requires fewer samples. Reducing the system’s expectations error rate of statistical learner can help optimize the training data selection, which is the basis of active learning.

The sample selection based on uncertainty [7, 8] is a major active learning strategy. It makes the learner label the unlabeled examples, and gives the metric of confidence reliability of the sample; then it chooses the samples using the metric. This method is based on sample selection, and it can find the most uncertain sample which enhances the accuracy of the learner most effectively [9]. The focus of these active learning algorithms is to construct a reasonable measure of the output mechanism for assessing learning sequence annotation confidence reliability. Generally, the confidence is the entropy with different labels and probability distribution of samples for the learner which outputs probability values.
3.2. Active Learning Strategies of SVM

The active learning strategies are based on uncertain sample selections which often need to produce the output of probability value of the labeled sample. But SVM’s output is not connected with probability. To solve the problem, a new confidence metric needs to be constructed. The output of the basic two categories SVM is a decision value, with its absolute value being the distance from the sample to the optimal separating hyperplane. So the distance can be marked as the learner label’s confidence. Literature [10] based on the above idea proposed an approach in which SVM’s output can be mapped to probability:

\[ p(y = 1 | f(x)) = 1 / \left[1 + \exp(Af(x) + B)\right] \] (8)

Where, \( y \) is a marked sample, \( f(x) \) is a determination value of SVM’s output, \( A \) and \( B \) are the parameter values which need to be determined. It can be proved that the probability value has the same monotonicity with \( f(x) \) when \( A < 0 \). In fact, the probability value does not need to be known but its measure value. So the absolute value of SVM’s output will be the measure of confidence in this article.

4. IDENTIFICATION METHOD OF ENTERTAINMENT NEWS WORDS USING SVM-BASED ACTIVE LEARNING STRATEGY

4.1. Identification Strategies of Entertainment News Word using SVM

The task for entertainment news word recognition can be expressed by the following model: Suppose a sentence composed of \( n \) words is, \( S = W_1, W_2, \ldots, W_n \). \( W_i \) represents the \( i \)th words of the sentence; \( L_i \) is the mark of \( W_i \). IOB labeling method is commonly used to label each word, in which ‘B’ represents the starting word of the entertainment news word; ‘I’ represents the non-starting word of the entertainment news word; ‘O’ represents the word beside the entertainment news word. For example: "" / O Dream of Red Mansions / B / O" / O Bao Yu / B / O candidates / I determine / O / O20 years / O General / O boy / O starred / B / O". Thus, the recognition process of entertainment news words becomes the process of labeling each word in the sentence. Furthermore, the process which is expressed as the classification problem for the sample unit can be accomplished by SVM. In fact, the entertainment news words I and B can be labeled into a category, so the problem becomes a basic two classification problem.

For characteristics selection of the samples, this paper chooses a word and its part of speech of context (both before and after the word), and the mark of entertainment news words is sample characteristic. In addition, taking into account the composition characteristics of entertainment news words, the paper also introduces feature of confidence for call word of entertainment news word. The call word of entertainment news word which often appears before the entertainment news word shows the person’s name in entertainment world (such as Zhou Xun, Ruoying Liu, etc.). The call word of entertainment news word is the center word constituted by the entertainment news word, which plays an important role for recognition of entertainment news word. The calculating method of confidence of call word is:

\[ p_h(w) = p_{z0}(w) / \sum_{i=1}^{k} p_{z0}(y_i) \] (9)

\[ p_{z0}(w) = \log(C(w) + 2) \] (10)

\( y \) represents the words in the entertainment news and \( C(w) \) is the occurrences of those words. In order to calculate the confidence of call word of entertainment news word, there must be a call word vocabulary which contains frequency information of the word. Since there is no such vocabulary, this paper takes the following measures to establish the vocabulary: Combining training process for active learning, call words of entertainment news word are counted and the frequency information from the labeled corpus is used for training at the beginning and to build a call word vocabulary. Then, the vocabulary and frequency information are updated each time when a new selected sample joins the vocabulary. Thus, the final characteristics of sample are:

\[ X = (p_{i-2}, l_{i-2}, p_h(w_{i-2}), p_{i-1}, l_{i-1}, p_h(w_{i-1}), p_i, p_h(w_i), p_{i+1}, p_h(w_{i+1}), p_{i+2}, p_h(w_{i+2})) \] (11)

where, \( p_i \) represents the part of speech in current position; \( p_{i+1} \) represents the part of speech in previous position; and so on; \( l_i \) indicates the label of entertainment news of the current word; \( p_h(w) \) represents the confidence when the current word is the call word of the entertainment news word. Considering the problem of data sparseness, the word itself is not regarded as the characteristic.

4.2. Learning Algorithm of SVM Using Active Learning Strategies

This paper introduced the active learning strategy for sample selection in order to use a large number of unlabeled corporuses better and reduce the workload of manual annotation. This strategy gives a better training effect for the same or less size sample training set. Selection strategy has already been described based on uncertainly sample applying SVM. Since the sentence is the basic unit in the selection of corpus sample, the uncertainty of defining sentence based on the uncertainty of word is:

\[ S_i = 1 / |W| \sum_{w \in W} conf(w) \] (12)

Among them, \( W \) is the set of words marked as word of the entertainment news. \( conf(w) \) is the uncertainty of \( w \). Thus, we can start to train the classifier from a set of marked samples and use the current classifier to classify the unmarked sample for calculating the uncertainty of each sentence. Then the m sentences with max uncertainty can be added to the set of samples. The whole training process is described as follows:

Input: a small amount of labeled corpus \( L \) and a large amount of unlabeled corpus \( U \)
## 5. EXPERIMENTS

The above methods can be used to test the system by an open experiment, which uses the corpus from the network version of the entertainment news. First, a detailed analysis is conducted. Then manual segmentation label is used.

Experimental procedure is as follows: First, the corpus which contains some entertainment news of nearly 55,000 words, including 2056 entertainment news words is extracted and is randomly divided into three parts. Where: About 25% of the corpus is the test set, about 10% of the corpus is the initial training set, and the two parts of the entertainment news words are manually labeled. The remaining corpus is training data set of active learning in unlabeled set $U$.

Experiments are carried out in three groups: the previous two experiments set different values of m, being 90 and 50, respectively, in order to compare the sample selection effect of different coarseness. The third experiment selects samples randomly to compare the differences between the active learning and the non-active learning without using active learning strategies. The kernel function of SVM uses the radial basis kernel function, which is randomly selected in the experiment. Many experiments show that the performances of different kernel functions of SVM in classification are very similar to each other. Its error rate difference is less than 0.5% [11, 12].

Assuming $a$=the total of entertainment news words labeled correctly, $b$=the total number of entertainment news words marked, $c$= the total of entertainment news words in label results, the performance indicators of learning system used in entertainment news text recognition are defined as follows:

Recall: $R = \frac{a}{b} \times 100\%$  \hspace{1cm} (13)

Precision: $P = \frac{a}{c} \times 100\%$ \hspace{1cm} (14)

$$F_\beta = \frac{[(\beta^2 + 1) \times P \times R] / (\beta^2 \times R + P)}$$ \hspace{1cm} (15)

Among them, $\beta=1$, the correct word mark is a type of entertainment news, and the borders have been correctly identified [12, 13]. The results are shown in Table 1.

After a number of sample selection trainings, the original unlabeled samples concentrated to about 65% used for training, the final recall rate and precision rate stabilized at around 86% and 79%, and the F value was also stable at 82% (m=50) [14]. Observing the experimental results from different $M$ values, better results can be obtained when more samples are selected, which may be related with the diversity of samples. In addition, the results using active learning strategies are also compared with the results without using active learning strategies in this paper when m=90, which is shown in Fig. (2).

### Table 1. Recall, precision and F-value after each training (m = 50,90).

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>m=50</th>
<th>m=90</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>---------------</td>
<td>--------</td>
<td>-----------</td>
</tr>
<tr>
<td>300</td>
<td>73.24</td>
<td>65.74</td>
</tr>
<tr>
<td>350</td>
<td>76.53</td>
<td>69.05</td>
</tr>
<tr>
<td>400</td>
<td>78.86</td>
<td>71.36</td>
</tr>
<tr>
<td>450</td>
<td>80.35</td>
<td>72.86</td>
</tr>
<tr>
<td>500</td>
<td>81.97</td>
<td>74.47</td>
</tr>
<tr>
<td>550</td>
<td>82.47</td>
<td>74.97</td>
</tr>
<tr>
<td>600</td>
<td>83.01</td>
<td>75.54</td>
</tr>
<tr>
<td>650</td>
<td>83.97</td>
<td>76.47</td>
</tr>
<tr>
<td>700</td>
<td>84.77</td>
<td>77.26</td>
</tr>
<tr>
<td>750</td>
<td>85.38</td>
<td>77.87</td>
</tr>
<tr>
<td>800</td>
<td>85.79</td>
<td>78.29</td>
</tr>
<tr>
<td>850</td>
<td>86.10</td>
<td>78.61</td>
</tr>
<tr>
<td>900</td>
<td>86.42</td>
<td>78.92</td>
</tr>
</tbody>
</table>

Output: the SVM by training set of samples $L$

1. To start training from $L$ and get SVM0.

2. Use $M_i$ ($M_i$ is the SVM with sub-sample selection and re-training) to classify and mark the corpus in $U$, then calculate the uncertainty of each sentence.

3. Select m sentences which have the maximum value of Su from the $U$ to submit them to the human-annotated category. Then transfer them from $U$ to $L$ while updating the vocabulary of the call word of entertainment news words.

4. Repeat the cycle which is from step (1) to step (3) till it reaches the specified requirements or samples exhausted in $U$. 
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Fig. (2). Comparison of results between active and non-active learning.

As seen from the comparison in Fig. (2), the method using active learning strategies is much better than that without using active learning strategies when the number of samples increase gradually [15]. The end result is that the value of F is better than the random sample selecting method from about 3-4%, which shows that the sample selection plays a key role in improving the accuracy of the learner. From the number of samples which can obtain the same values as F, the number of samples required is significantly less when active learning method is used, which shows that the selection of samples can reduce the redundant samples.

CONCLUSION

This paper studied the recognition method of entertainment news word which uses SVM and active learning strategies. Compared with other classifiers, SVM has better performance, whose generalization ability is very good especially in the case of small samples. As a machine learning method, active learning can effectively improve the learner's learning efficiency and accuracy by selecting the most valuable samples to submit to the learner. Experimental results show that this method has good effect. Further work will improve the strategy of active learning sample selection and avoid the diversity of samples to influence the classification accuracy rate.
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