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Abstract: Data quality of the data warehouse is crucial to decision-makers. Data duplication is considered one of the 

critical factors that affect the data quality. Therefore, data de-duplication is an essential process for data warehousing. Par-

ticularly, for a real-time data warehouse, it is necessary to ensure not only the data quality in real-time, but also the per-

formance of the front-end queries and analysis. The scheduling strategy of de-duplication in a real-time data warehouse 

should be well studied. In this paper, we firstly investigate the three kinds of data de-duplication scheduling strategies 

named De-duplication Prior scheduling Strategy (DPS), Real-time scheduling Strategy (RS) and ETL Prior scheduling 

Strategy (EPS); then propose a new Time-Triggered scheduling Strategy (TTS) which belongs to EPS; finally evaluate the 

performance of the proposed scheduling strategy through experiments. This work is contributed to the efficient data clean-

ing and application of real-time data warehouse. 
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1. INTRODUCTION 

In this information age, efficient high-quality decision-
making has become a powerful tool for enterprises to en-
hance their competitiveness. More and more enterprises have 
been building their own decision support systems and data 
warehouses. For a data warehouse, successful decision sup-
port depends largely on the data quality. However, guarantee 
of the data quality is not an easy task because there are many 
factors affecting the data quality; one of the critical factors is 
data duplication, which can not only lead to data redun-
dancy, but also seriously affect the data analysis and decision 
making. Therefore, data de-duplication is an essential proc-
ess for data warehousing. 

In recent years with the strong demand for real-time deci-
sion-making, the real-time data warehouse, which means that 
any changes of the data sources can be automatically and 
immediately reflected in the data warehouse, came into be-
ing. However, real-time data warehouse also brings new 
challenges for the guarantee of data quality. 

For traditional data warehouse, whose data update peri-
odically (usually a day or a week), and generally using his-
torical data to make decisions, having a relatively low real-
time demand on data and de-duplication, it is relatively sim-
ple and easy to implement de-duplication scheduling strat-
egy, only needing to trigger the de-duplication algorithm 
after ETL at non-working hours (e.g. at night). Whereas for 
real-time data warehouse, whose data updates are instantly 
reflected in the data warehouse (i.e. ETL is real-time), hav-
ing a high real-time demand on data and de-duplication, it is 
difficult to find a de-duplication scheduling strategy to 
 

guarantee the data quality real-timely without affecting the 

performance of the front-end queries and analysis. What is 

worse, existing researches on data cleaning and de-

duplication scheduling strategy are mostly based on tradi-

tional non-real-time data warehouse. Therefore, the chal-

lenges brought by real-time data warehouse, which can be 

summarized as the following two points, need to be ad-

dressed, and new de-duplication scheduling strategies under 

real-time environment to guarantee the data quality much 

more better and in real-time need to be proposed: 

• Increasing the burden of the data warehouse. Real-

time data warehouse, just as its name implies, updates 

frequently, so in order to guarantee the data quality, the 

de-duplication algorithm needs to be invoked frequently, 

thus increasing the burden of the data warehouse. There-

fore, without a reasonable de-duplication scheduling 

strategy, the data warehouse may be in a constant busy 

state, seriously influencing the real-time decision and 
the query performance. 

• Causing small data duplication rate but large de-

duplication cost. ETL of real-time data warehouse oc-

curs once the data update, so sometimes the data dupli-

cate rate may be very small, at which it is not worth-

while to carry out the costly data de-duplication. 

In this paper, according to the scheduling time, de-

duplication scheduling strategies are divided into three types: 

De-duplication Prior scheduling Strategy (DPS), Real-time 

scheduling Strategy (RS) and ETL Prior scheduling Strategy 

(EPS). We will first describe the design ideas of all three 

scheduling strategies; then propose a new Time-Triggered 

scheduling Strategy (TTS) which belongs to EPS; finally 

evaluate the proposed approach qualitatively and quantita-

tively through several experiments. 
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Rest of this paper is organized as follows. Following the 
introduction, related works are briefly introduced in Section 
2. Then, we illustrate three de-duplication scheduling strate-
gies in Section 3. Section 4 proposes TTS. Section 5 evalu-
ates the proposed TTS through several experiments. Finally, 
we summarize our work and present our future works in  
Section 6. 

2. RELATED WORKS 

Duplicate detection is the approach that identifies multi-
ple representations of a same real-world object. It is a crucial 
task in data cleaning, and it has applies in many scenarios 
such as data integration, customer relationship management, 
and personal information management [1]. The duplicate 
problem has been studied extensively under various names, 
such as merge/purge [2], record linkage [3], entity resolution 
[4], or reference reconciliation [5], too names but a few [6]. 
There are some researches on real-time de-duplication re-
cently [7]. Proposed the CBLOCK which learns hash func-
tions automatically from attribute domains and a labeled 
dataset consisting of duplicates; [8] proposed an object-
based de-duplication framework and an efficient object in-
dex mechanism to speed up the searching facility to identify 
duplicate objects; [9] proposed a buffer cache de-duplication 
technique for query dispatch in the field of replicated data-
bases which has a well-known problem that different buffer 
caches share some identical data; [10] propose three algo-
rithms for the problem of string edit distance with duplica-
tion and contraction operations, which improve the time 
complexity of previous algorithms for this problem. To our 
best knowledge, few works focus on the scheduling strategy 
of de-duplication. 

Researching on real-time data warehouse (RTDWH) is 
the hot topic in data warehouse area. Now days, there are 
many new concepts, such as Zero Latency Data Warehous-
ing (ZLDWH) [11], Active Data Warehousing (ADWH) [12, 
13], are both real-time data warehouses. In RTDWH area, 
real-time ETL and triggering approach is proposed and stud-
ied, but few works focus on data de-duplication scheduling. 
Most works which focus on the real-time data refreshment 
are close to our research [14-16]. Bouzeghoub et al. dis-
cussed in [15] an approach for modeling the data refresh-
ment processes. They distinguish three types of data re-
freshments that are triggered by a timer or data conditions in 
the data warehouse system [16] showed a design and imple-
mentation for data refreshments from various sources as a 
workflow. Qu, et al. [17] proposed a balanced scheduling 
algorithm QUTS in a web database and a two-level schedul-
ing structure. Bateni and et al. [18] proposed an update 
scheduling algorithm in RTDWH. Through adjusting the 
execution order of updates, it can improve data freshness of 
RTDWH. In out paper, the de-duplication scheduling is re-
lated to the ETL scheduling in the proposed Real-time 
scheduling Strategy (RS), and in ETL Prior scheduling Strat-
egy (EPS), the ETL scheduling is also considered. 

3. SCHEDULING STRATEGY 

According to the invoking time of the data de-duplication 
algorithm, de-duplication scheduling strategies can be cate-
gorized into three kinds: De-duplication Prior scheduling 

Strategy (DPS), Real-time scheduling Strategy (RS) and 
ETL Prior scheduling Strategy (EPS). Each scheduling strat-
egy has a different scheduling time and target data sources. 
This section will elaborate on the design ideas of these three 
scheduling strategies. To begin with, we designed a real-time 
data warehouse architecture. Different from the traditional 
data warehouse, in order to achieve the real-time capabilities, 
a temporary storage area for the changing data and an incre-
mental data warehouse area are designed. In addition, the de-
duplication algorithm used in this research also can be found 
in our previous study [19]. 

3.1. De-duplication Prior Scheduling Strategy 

De-duplication Prior scheduling Strategy (DPS) refers to 
that the de-duplication algorithm is invoked before ETL. The 
advantage of this scheduling strategy is that data quality has 
been ensured before ETL, so there is no need to carry out the 
de-duplication again when the real-time data warehouse up-
dates. However, this scheduling strategy has the following 
technical difficulties and disadvantages. 

• Before ETL, data are distributed across various data 
sources which are distributed and heterogeneous, so the 
de-duplication algorithm has to be executed in various 
data sources, incremental data warehouse and data 
warehouse. This requires us to use the distributed de-
duplication algorithm, such as the MapReduce pro-
gramming model. However, distributed de-duplication 
algorithm is much more difficult to implement and has a 
high running cost. 

• The trigger time of ETL depends on the de-duplication 
scheduling strategy, making it difficult to guarantee real-
time capabilities. DPS causes the decision delay of real-
time data warehouse. 

3.2. Real-time Scheduling Strategy 

Real-time scheduling Strategy (RS) refers to that the de-
duplication algorithm is invoked immediately after the ETL, 
de-duplication algorithm has to be executed in incremental 
data warehouse and data warehouse. RS makes the greatest 
effort to ensure the real-time de-duplication so that the  
users can make decisions by the latest de-duplicated data 
(see Fig. 1). 

T1 TnT2

t1 t2 tn Time Line

…… ……

 
Fig. (1). Real-time scheduling strategy. 

In Fig. (1), t1, t2, …,tn represent the trigger time of the 
real-time ETL. This paper focuses on the problem of de-
duplication scheduling strategy, so briefly representing the 
time period of real-time ETL as a time point does not affect 
the research results of real-time de-duplication. Correspond-
ing to t1, t2, …,tn, T1, T2, …, Tn represent the real-time de-
duplications after ETLs. According to this scheduling strat-
egy, de-duplication can be ensured to be farthest real-time. 
However, ETL of the real-time data warehouse happens fre-
quently, so does the de-duplication. In the worst case, two 
adjacent de-duplications have a too small time interval, thus 
making the real-time data warehouse much busy with ETLs 
and de-duplications all the time (see Fig. 2). 
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Fig. (2). Busyness of ETL and de-duplication. 

The shaded area in Fig. (2) represents that the next ETL 
begins before the previous de-duplication completes, thus 
triggering another de-duplication. Two de-duplications run 
concurrently, seriously consuming the system resources and 
heavily influencing the system’s query performance. What’s 
more, RS can’t guarantee the integrity of the data to be proc-
essed by the de-duplication. ETL of the real-time data ware-
house occurs in real-time, so any small changes will be in-
stantly reflected in the data warehouse. As a consequence, 
the data in sub-table may not be imported to the data ware-
house yet, so the data is still incomplete as far as multi-level 
de-duplication is concerned. Here, multi-level de-duplication 
refers to that whose duplication detection considers the du-
plicates of both the records in current table and all referred 
records in the sub-tables [19]. For example, two records in A 
(see Fig. 3) are duplicated only in condition of their similar-
ity is greater than a certain threshold, and their referred re-
cords set in table B are duplicated too; similarly, whether 
two records in B are duplicated is also determined by their 
similarity and their corresponding referred records set in C 
and D. The detection is performed level by the level till all 
the tables in the hierarchy have been detected. Contrary to 
multi-level de-duplication, single-level de-duplication only 
detects duplicates in a single table (A in Fig. 3) without other 
sub-tables (B, C, D in Fig. 3), which is not enough. For ex-
ample, in a medical database, where patients table is referred 
by blood-sampling table, it is hard to tell whether two pa-
tients are duplicated without detecting their blood-samplings. 

A B

C

D

 

Fig. (3). Example of hierarchical tables. 

3.3. ETL Prior Scheduling Strategy 

ETL Prior scheduling Strategy (EPS) refers to that the 
de-duplication algorithm will not be invoked until the data 
needing to be de-duplicated accumulate to a certain amount, 
de-duplication algorithm has to be executed in incremental 
data warehouse and data warehouse. The basic idea of EPS 
is to find an appropriate time point on which the de-
duplication algorithm is executed (see Fig. 4). 

t1 t2 Time Line

……

t3 tn

T1~n

tn+1tn+2tn+3

……

t

 

Fig. (4). ETL prior scheduling strategy. 

In Fig. (4), the de-duplication algorithm is not executed 
after the ETL at time t1, t2, …,tn. At time t, when the data 
accumulate to a certain amount, the de-duplication algorithm 
is executed on all the updated data by ETL before time t with 
a time cost of T1~n. For EPS, the appropriate time point t is 
the critical; the integrity of the data, the usage of the re-
sources, the ratio of de-duplication time and idle time, and 

the amount of the accumulated duplication need to be con-
sidered. Section IVwill focus on EPS. If the ETL trigger time 
is regularly related with the increasing of the data amount in 
the data warehouse, Time-Triggered scheduling Strategy 
(TTS), which is discussed in section IV, can be adopted. 
Otherwise, Event-Triggered scheduling Strategy (ETS) can 
be adopted, the critical events are defined and the de-
duplication algorithm is triggered when these events happen. 
The occurrence frequency of the events may be regular, such 
as “every time on the hour”, or completely random, or pre-
sents complex regularities, or depends on the specific busi-
ness logic. 

4. TIME-TRIGGERED SCHEDULING STRATEGY 

Time-Triggered scheduling Strategy (TTS) belongs to the 
ETL Prior scheduling Strategy (EPS), the basic idea of TTS 
is to figure out an appropriate time interval T through analyz-
ing the various factors of the real-time data warehouse, and 
then execute the de-duplication algorithm in every time in-
terval T. TTS is simple and effective approach, whose key 
issue is to determine the time interval T and adjust it dy-
namically. 

Generally, the execution time of the de-duplication algo-
rithm [19] has an approximately linear relationship with both 
the data amount and the duplicate rate. Let the amount of the 
data to be de-duplicated be m, the duplicate rate be r and the 
execution time bet, then t can be expressed as a function of 
m and r: t =  (m, r). 
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In formula (1), A, B, C, Dare positive coefficients related 
with specific de-duplication requirements. The verification 
of this formula can be found in the experiments in section V. 

Assumption: For the de-duplication on the data updated 
by ETL during a certain time, the more times the de-
duplication algorithm is executed, the more time it will cost. 

Deduction: During time period T, let the amount of the 
data updated by ETL be mT, data duplicate rate be rT. As-
sume that the de-duplication algorithm is executed n times, 
the amount of the data processed each time are m1, m2, …, 
mn, and the corresponding duplicate rate are r1, r2, …, rn, 
then: 
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For the parameters and variables in the above formula are 

greater than or equal to zero, it can be simply deduced that-
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when n = 1, t1~n=
=

n

i

i
t

1

, and when n> 1, t1~n<
=
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.  Now, the 

above assumption has been proved right. The de-duplication 

time during time period T is defined as 
=

n

i

i
t

1

, and idle time 

as T'=T -
=

n

i

i
t

1

. Thus, obviously, whenn = 1, i.e. the de-

duplication is executed only once, the time cost is the short-

est and on this occasion, t = AmT+BmTrT + CrT+ D. However, 

the less the times the de-duplication algorithm is executed, 

the worse the real-time performance of the data warehouse 

is. Therefore, to make a better tradeoff between the de-

duplication time and the real-time performance of the data 

warehouse, it’s necessary to quantify their evaluation indica-

tors. 

Definition 1: De-duplication Cycle: In the de-
duplication scheduling strategy for the real-time data ware-
house, define de-duplication cycle as the time interval be-
tween the start times of two adjacent de-duplications. 

As shown in Fig. (5), T1 and T2 are two adjacent de-
duplications, whose start times are t1, t2, and end times are 
t1', t2'. Then, the de-duplication cycle T = t2 - t1. 

T1 T2

t1 t2 Time Line

…………

t1' t2'
 

Fig. (5). De-duplication cycle. 

Definition 2: De-duplication Busy Degree: During a 
de-duplication cycle T, define de-duplication busy degree as 
the ratio between the de-duplication time (Ti) and the total 
time (T). 

Definition 3: Cumulative Duplication: Define cu-
mulative duplication as the duplicate data accumulated dur-
ing a de-duplication cycle T. 

Assume that the data loading speed and the data duplicate 
rate are functions of time, denoted as v(t) and r(t), then the 
de-duplication busy degree f(T) can be calculated as follows: 

T

 + Ddttr + Cdttrtv +BdttvA
Tf

TTT
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De-duplication busy degree represents the time ratio of 
de-duplication time during a de-duplication cycle T; the 
larger the f(T) is, the more time the system spends on de-
duplication, i.e. the more resources the system consumes. 
Therefore, the de-duplication busy degree should be de-
creased as much as possible. 

During a de-duplication cycle T, cumulative du-
plicationg(T) can be calculated as follows: 

=
T

dttrtvTg
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The longer the updated data remains duplicated in the 
data warehouse, the larger the cumulative duplication is; in 
other words, cumulative duplication reflects the real-time 
performance of the de-duplication algorithm. Therefore, to 

ensure the real-time performance of the de-duplication algo-
rithm, the cumulative duplication should be decreased as 
much as possible. As mentioned previously, the key issue of 
the time-based scheduling strategy is to determine the de-
duplication cycle T, which has influences on both the de-
duplication busy degree and the cumulative duplication. The 
best case is to find a T satisfying that both f(T) and g(T) 
achieve the minimum values. If the mathematical expres-
sions of v(t) and r(t) have been determined, the optimal de-
duplication cycle T can be deduced by mathematical meth-
ods. 

When v(t)=0, r(t)=0. Under this situation, whatever the 
value of T is, g(T) is always equal to zero (the minimum 
value); when T approaches to infinity, f(T) approaches to 
zero (because f(T) = Ti /T), which is to say, under the EPS, 
de-duplication will not happen if ETL doesn’t happen. 

For a real-time data warehouse, assume that ETL occurs 

approximately continuously and in real-time; the speed of 

ETL is related with data sources, data warehouse and the 

hardware systems, so it can be approximately assumed to be 

a constant value v. In addition, there are many reasons caus-

ing data duplication, and most of them are objective, so r(t) 

is supposed to be a random function. However, during an 

appropriate long period of time, the data duplication rate can 

be substituted by a constant value R, where =
T

dttr
T

R
0

)(
1

, 

and R is independent with v. Therefore, formula (2) and (3) 

can be further deduced as follows: 
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In formula (4), = CR+ D,  = Av+ BvR, =vR. What can 
be seen from formula (4) is that f(T) and g(T) cannot achieve 
the minimum values at the same time, because they are sepa-
rately monotone decreasing function and monotone increas-
ing function of T on the domain of T>0. To address this 
problem, this paper determines a weight value , and takes 
h(T)=f(T)+ g(T) as the final evaluation indicator of the TTS. 
When h(T) achieves the minimum value, the de-duplication 
scheduling strategywith a de-duplication cycle T is consid-
ered the optimal: 
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It can be proved that whenT=
vR

DCR +
, h(T) achieves 

the minimum value. The above deduction can be applied in 

most cases. Take the loading speed as an example, for a 

regular data loading, we can find the function expression of 

v(t) at a specific time period (such as morning, afternoon or 

the evening), and then determine the optimal de-duplication 

cycle for each time period; for other irregular data loading, 

we can also reduce the loading speed to several approximate 
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constant values, and then determine the optimal de-

duplication cycle for each corresponding time period and 

adjust the de-duplication cycle dynamically according to the 

current loading speed. 

5. EVALUATION 

In the experiments, we use the 2.8GHz Pentium 4 Server, 
Windows Server 2003 platform and Oralce10g database. In 
order to control the data duplication rate, the experiments use 
the simulated data generated by programs. For example, to 
obtain a dataset with a duplication rate of 10%, we will first 
generate 95% non-duplicated records, and then randomly 
select 5% from the generated data to insert into the dataset.  

Fig. (6) shows the performance curves of the de-
duplication algorithm under different data amounts and du-
plication rates (r = 5 %, 10%, 15%, 20 %). It can be seen 
from Fig. (6) that de-duplication execution time has an ap-
proximately linear relationship with both the data amount 
and the duplication rate. Now, formula 1 has been proved 
reasonable, and the parameters in the formula can also be 
calculated as: A = 3, B = 12, C = 148, D = 300. 

Then, we calculated the optimal de-duplication cycle ac-
cording to formula 5 under the conditions of R = r= 5%, 
10%, 15%, 20%, v= 16, 64, 135, 256, 400, 576 (thousand/s), 
and =1 (see Fig. 7). 

Fig. (7) shows the optimal de-duplication cycle curves 
under different loading speeds and duplication rates. It can 
be seen from Fig. (7) that optimal de-duplication cycle de-
creases with the increasing of loading speed and duplication 
rate. And the influence on the optimal de-duplication cycle is 
obvious only when the loading speed increases from 16 to 256. 

Finally, we summarized the three scheduling strategies as 
follows. DPS is difficult to implement. RScan ensure a high 
real-time performance and is simple and easy to implement, 
but for the real-time data warehouse system, this strategy can 
easily keep the system busy with de-duplication most of the 
time, thus heavily affecting the front-end query and analysis 
performance, and the original data in the data warehouse are 
involved in many times of de-duplication, resulting in a 
longer total de-duplication time. EPS is relatively complex, it 
can solve the problems the other two scheduling strategies 
cannot, and because the de-duplication doesn’t occur until 
the updated data accumulate to a certain amount, the original 
data in the data warehouse are involved in less times of de-
duplication, shortening the total de-duplication time. EPS 
can be further divided into two categories: Time-Triggered 
scheduling Strategy (TTS) and Event-Triggered scheduling 
Strategy (ETS). The former is mainly adopted in the real-
time data warehouse whose data update rate is relatively 
smooth and easy to predict; this approach is relatively easy 
to implement with low resources consumption, because the 
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Fig. (6). De-duplication execution time under different data amounts and duplication rates. 
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Fig. (7). The optimal de-duplication cycle under different loading speeds and duplication rates. 
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computation only includes the calculation of the de-
duplication cycle in advance. The latter is mainly adopted in 
the real-time data warehouse whose data update rate is ir-
regular and unable to predict; this approach consumes much 
system resources, increasing the system’s overheads to a 
certain degree, because this approach has to calculate the 
evaluation indicator in real-time. Detailed comparison be-
tween these strategies is listed in Table 1. 

CONCLUSION 

This paper first pointed out the difficulties and challenges 
of the data quality assurance in real-time data warehouse; 
then proposed and elaborated three de-duplication schedul-
ing strategies: De-duplication Prior scheduling Strategy 
(DPS), Real-time scheduling Strategy (RS) and ETL Prior 
scheduling Strategy (EPS); finally presented a Time-
Triggered scheduling Strategy (TTS). Experiments have 
shown that the TTS proposed can be well used in real-time 
data warehouse: it can reduce the data de-duplication time 
while ensuring the real-time performance. All of these works 
contribute to the efficient cleaning of the data in the data 
warehouse. Future works include duplicate detection on key-
value data storage, on scientific data stored in XML or other 
formats, or in a distributed environment. 
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