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Abstract: The semantic gap between low level visual features and high level semantic concepts, is an obstacle to the devel-
opment of image retrieval. The semantic gap is narrowed by relevant feedback techniques to some extent. However, the im-
age retrieval process with the relevant feedback technology also has many disadvantages such as too many feedback times or 
unsatisfactory feedback effect. In order to improve the relevance feedback method, a new relevance feedback strategy com-
bining Bayesian and FSRM technology has been presented. The main approach was achieved firstly by assorting the image 
library with the Bayesian classifier compressing the image library; secondly, by searching the compressed image library with 
the FSRM; and lastly, by returning the worked out results. The experiment results illustrated the accuracy of the feedback 
method and showed it to be the best compared with FSRM algorithm and Bayesian algorithm.  
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1. INTRODUCTION 

With the development of multimedia technology and In-
ternet, a vast multimedia information ocean appeared in front 
of people, which further lead to the super large image infor-
mation base. The problem, how to effectively help people to 
find the needed information quickly and accurately, has be-
come the core problem to be solved in the image retrieval 
system [1]. Relevance feedback (RF), which presented in 
text retrieval systems, has been introduced into the content 
based image retrieval (CBIR) field in the mid-1990s. RF 
makes the retrieval patterns from once to interactive on many 
occasions by the participation of the people into the infor-
mation retrieval process, and has become an effective way to 
improve retrieval performance. In the interactive relevance 
feedback process, we only require the user to give the search 
results of the retrieval results of current system that are rele-
vant, irrelevant, or the degree of correlation to the query im-
age, and then the system will learn to give better retrieval 
results according to the user's feedback [2]. In recent years, 
many scholars have achieved some success in terms of rele-
vance feedback. Vasconcelos and Lippmans [3, 4] used 
Gaussian mixture model on the DCT coefficients as feature 
representation, and used Bayesian inference for relevance 
feedback learning in the local features of the images. Their 
approach supports region query without the need for image 
segmentation. Aiming at the difficult problem of relevance 
feedback in less training samples, Wu et al proposed a rele-
vance feedback probabilistic framework based on Bayesian 
rules. The method took into account all the samples (labeled 
and unlabeled samples) distribution characteristic when us-
ing labeled samples, so that retrieval performance was im-
proved [4]. Guo Shihui proposed a relevance feedback 
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algorithm based on fuzzy semantic relevance matrix 
(FSRM). The algorithm adjusted the fuzzy semantic rele-
vance matrix weights according to the user feedback on re-
trieval results, so as to capture the user's retrieval attempts, 
and then constantly modified the elements in the FSRM 
through learning the FSRM data, thus contacted the low-
level visual features and high-level semantic features [5]. 
This paper presents a relevance feedback algorithm com-
bined with the Bayesian classifier and fuzzy semantic rele-
vance matrix. The algorithm firstly divides the image data-
base into relevant and irrelevant image class categories by 
using Bayesian classifier, and then uses FSRM to retrieve. 
We can get the result closer to the user's needs by continu-
ously updating the Bayesian classifier parameters and the 
weights of FSRM. The experimental results show that the 
proposed algorithm has a certain robustness. 

2. BAYESIAN DISTRIBUTION UNDER THE CONDI-
TION OF MULTIVARIATE NORMAL DISTRIBU-
TION [6] 

2.1. Multivariate Normal Distribution 

Gauss distribution model, a general model of probability 
distribution, which is simple in operation, and the distribu-
tion of many events in the real world have great similarity 
with it. Assume that the vector x in n dimension space Rn, 
meets the Gaussian distribution, the probability density func-
tion of X can be described as follows: 
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is the d × d-dimensional co-variance matrix, and Σ-1 is the 
inverse matrix of Σ , |Σ| is the determinant of Σ. 
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2.2. Bayesian Discrimination Principle of Multivariate 
Normal Distribution 

Bayesian classifier, based on Bayesian theorem, esti-
mates the posterior probability through training a large num-
ber of samples, and classifies the sample into the class which 
has a large posterior probability, thereby the discriminant 
function of ωi class can be defined as follows: 

  gi (x) = P(x /!i ), i =1,2,...c         (2) 

Because Bayesian formula of total probability is the same 
for different classes, the discriminant function of various 
classes can also be defined as follows: 

  gi (x) = P(!i / x)P(!i ), i =1,2,...c        (3) 

In the discriminant function, the prior probability P (ωi) 
is constant and independent of feature vectors. Class condi-
tional probability density P (x /ωi) meets certain probability 
distribution. Assuming that P (x /ωi) is in line with d-
dimensional normal distribution, then formula (3) can be 
expressed as follows: 
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It is not convenient for the function to calculate because 
of its index. So, take the natural logarithm, get rid of the item 
independent of class, then formula (4) will be replaced by 
formula (5): 
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Formula (5) shall be the final discriminant function. The 
data are classified by comparing discriminant function val-
ues. 

3. FSRM THEORY 

In 1965, the theory of fuzzy mathematics, was presented 
by Zadeh. It is used to study the problem of fuzzy uncertain-
ty, which expanded the characteristics value scope of the set 
{0,1} to the interval [0,1] of continuous values. So, we can 
use value to the interval [0,1] to represent a certain extent 
with which one object meets some concept. The closer the 
object corresponding value to 1, the greater the degree of 
compliance with the concept; on the contrary, the smaller the 
degree of compliance. The Fuzzy Matrix A is defined as 
follows [7, 8]: 

A=(aij)m×n，and aij∈[0,1](i＝1,2,...m; j＝1,2,...,n) 

  R(i, j) ! [0,1], R(i, j) =1, andR(i, j) = R( j, i), i, j = 0,1,..., N "1  (6) 

Here, N is the number of images in the image library. 
R(i,j), the direct similarity, reflects the similarity between 
two images i and j. FRSM is a Fuzzy similar matrix accord-
ing to the definition of fuzzy matrix. 

The size of FSRM is decided by the number of images in 
the image library according to the image retrieval algorithm 
based on FSRM mentioned in [8]. Thus, the FSRM is a very 
large matrix, whose corresponding computation will be 
enormous. In order to reduce the size of the FSRM, this pa-

per firstly classifies image library into two classes of rele-
vant and irrelevant, and then a FSRM is established for each 
class, thus the size of FSRM is greatly reduced. 

4. FEEDBACK ALGORITHM BASED ON COMBINA-
TION OF BAYESIAN AND FSRM 

4.1. Bayesian Classification Under Multivariate Normal 
Conditions 

According to the formula (5), for the discriminant func-
tion of Bayesian classification under multivariate normal 
conditions, there are three parameters involved in the discri-
minant function of class i: that is the mean ui, covariance 
matrix Σi and the prior probability P (ωi). In the relevance 
feedback process, assuming the image library is labeled as 
two classes of relevant and irrelevant images, each Bayesian 
classifier parameter is updated according to the user feed-
back, and then we can continue to improve the performance 
of the two-class classifier with the updated parameters. For-
mula (7) is the three parameter update equations for two 
Bayesian classifier: 

  

Pr =
Nr

Nr + Nn
, Pn =

Nn
Nr + Nn

ur = mean(I+ ), un = mean(I! )

"r = cov(I+ ), "n = cov(I! )        

(7)

 
Here, Pr and Pn represent respectively the prior probabil-

ity of the relevant and irrelevant image classes; Nr and Nn are 
respectively the number of relevant and irrelevant images; Ur 
and Un are the mean of two classes; I+ and I- respectively 
represent the relevant and irrelevant images; Σr and Σn are 
respectively the two classes of co-variance matrix. 

It is difficult to get enough feedback information in the 
actual retrieval, partly because the user does not want to in-
teract too many times in the search process, and also because 
the number of images is not comparable to the image feature 
dimension in the same image library, which makes the co-
variance matrix difficult to be estimated accurately, so the 
co-variance matrix is reduced to a diagonal matrix as fol-
lows: 

   diag{!k
2} , here,   !k (m) ="k (m, m) . 

After the search process using the formula (7), the pa-
rameters of the two classifiers are updated respectively. The 
user can label the image library into two classes of relevant 
image database and irrelevant image database according to 
the correlation between the query image and database imag-
es. 

According to the Bayesian classifier update equations, 
we can get the experimental procedures using the Bayesian 
classifier for retrieval; the specific steps are: 

(1) According to user needs, choose the former K images 
as the search results returned to the user. The users label the 
k images as the current relevant image database I+

1 ， the 
remainder being irrelevant image database I-

1. 
(2) The parameters of the relevant image class and irrele-

vant image class are updated respectively after using formula 
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(7). Then, the new classification results can be produced: 
relevant image class: I+=(I+∪I+

1)-I- , irrelevant image class:  
I-=(I-∪I-

1 )-I+ . 
(3) Each of the relevant and irrelevant image class will 

have its own classification discriminant functions gr(x) and 
gn(x) after each cycle of updating parameters. With the im-
age feature parameters of image library for the two discrimi-
nant functions, if gr (x)> gn (x), put x attributable to the rele-
vant image library. Thus, after Bayes discriminant, the U+, 
current relevant image library of this feedback, will be ob-
tained. 

(4) In relevant library of images, each image has corre-
sponding score: score(Ii)=f (xi), the larger the score, the clos-
er the image similarity to the query image. Sort the images in 
the relevant image library by the score, and the first K max-
imum score images will feedback to the user. 

(5) If the user is satisfied, then save the results, and ter-
minate the retrieval. Otherwise, the user submits the labeled 
image, go to the second step again until the feedback results 
meet the user’s need. 

4.2. FSRM Feedback Algorithm 

For each class of image library, R (i, j), the similarity of 
images i and j, is represented by the element of FSRM, 
which is initialized by a symmetric matrix : 

  0 ! R(i, j) !1(i, j =1,2,..., N )  if  i = j  then:   R(i, j) =1 ; oth-
erwise :   R(i, j) = R( j, i)(i, j =1,2,..., N )        (8) 

Here, N is the number of each image library. Because 
there are some similarities between the images for each im-
age category, the initial value of FSRM will be set to be the 
vaguest value of 0.5 between 0-1, that is 
R（i，j）=0.5（i≠j and i，j＝1，2，…，N）. 

During FSRM feedback process, for the relevant image 
class (I+) in the same image library, the corresponding 
weights in FSRM are adjusted according to the formula (9) , 
or do not modify; for irrelevant image class (I-) in the same 
image library, the corresponding weights in FSRM are ad-
justed according to the formula (10). 

  R(i, j)new = R(i, j)old +!(1" R(i, j)old )        (9) 

  R(i, j)new = R(i, j)old ! "(1! R(i, j)old )      (10)  

Here, αand β respectively express the degree of parame-

ter weights increased or decreased, and satisfy α+β=1. 
Here, select α=0.35，β=0.65. 

With FSRM weight adjustment formulas, we can get the 
experimental procedures using FSRM for retrieval, the spe-
cific steps are: 

(1) Initialize the FSRM. 
(2) After research based on low-level visual features, 

choose the former K images as the search results returned to 
the user. The users label the k images as the current relevant 
image database I+

1， the remainder being irrelevant image 
database I-

1. 
(3) According to the formulas (9) and (10), adjust respec-

tively each class of the image library weights corresponding 
value in FSRM. 

(4) Partial weights of each image library in FSRM have 
been made from an initial value of 0.5 to a more realistic 
semantic value after training through a limited times of step 
3. That is,  a certain degree of similarity has been established 
between images in each image class, and then return the re-
sults back to the user. 

(5) According to the user feedback, mark the correspond-
ing image in FSRM weight from big to small order, αand 
return the most similar images to the user. If the user is satis-
fied, then save the results, αand terminate the retrieval. 
Otherwise, go to the second step again until the feedback 
results meet the user’s needs. 

4.3. Feedback Technology of Bayesian and FSRM Com-
bination 

By combining Bayesian and FSRM, this paper proposed 
a feedback algorithm. The specific steps included are: First-
ly, obtain relevant and irrelevant image class by combining 
the labeling results of current and former feedback. Second-
ly, compress the images in the image database by using the 
Bayesian classifier under normal distribution, and establish 
relevant image class and irrelevant image class. Finally, 
compute the semantic relatedness between images by using 
FSRM algorithm for each image class respectively, and re-
turn the results to the user. If the user is satisfied, then save 
the results, and terminate the retrieval. Otherwise, continu-
ously update the parameters of Bayesian classifier and 
FSRM according to the formulas (7), (9) and (10) , and re-
trieve again until the feedback results shall meet the user’s 
need, and then return the final result. The process is shown 

 
Fig. (1). Framework of image retrieval system based on combining Bayesian and FSRM. 
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in Fig. (1), the specific algorithm process is as follows: 
(1) Initialize the FSRM. 
(2) According to the user’s needs, choose the former K 

images as the search results returned to the user. The users 
label the k images as the current relevant image database 
I+1, the remainder being irrelevant image database I -1. 

 (3) The parameters of the relevant image class and irrel-
evant image class are updated respectively after using formu-
la (7). Then, the new classification results can be produced: 
relevant image class: I+=(I+∪I+

1 )-I- , irrelevant image class: 
I-=(I-∪I-

1 )-I+ . 
(4) For the relevant image class (I+) in the same image li-

brary, the corresponding weights in FSRM are adjusted ac-
cording to the formula (9), or do not modify. For irrelevant 
image class (I-) in the same image library, the corresponding 
weights in FSRM are adjusted according to the formula (10). 

(5) Partial weights of each image library in FSRM have 
been made from an initial value of 0.5 to a more realistic 

semantic value after training through a limited times of step 
3-4. That is, a certain degree of similarity has been estab-
lished between images in each image class, and then return 
the results back to the user. 

(6) Mark the corresponding image in FSRM weight from 
big to small order, and return the most similar images to the 
user. If the user is satisfied, then save the results, and termi-
nate the retrieval. Otherwise, go to the second step again 
until the feedback results to meet user needs. 

5. EXPERIMENTAL RESULTS AND ANALYSIS 

In experiments, we selected three semantic class image 
libraries related to figures, flowers and landscapes respec-
tively, in which each class included 50 images. Then, the 
primary color feature of each of HSV color space was  ex-
tracted by computing the HSV color histogram, namely the 
HSV mean. Thus a 1×3-dimensional color characteristics 
could be obtained. 

  
Fig. (2). Feedback accuracy of Top 20.  

 
Fig. (3). Feedback accuracy of Top 25. 
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During the retrieval process, the user can retrieve each 
semantic class image library. Therefore, select 3 as the feed-
back times by taking into account the user's patience. Use the 
common evaluation criteria (average precision) for filing 
image retrieval to evaluate the performance of the system. In 
the experiments for each type of image library, we counted 
the number of relevant images ranked in the top 20 and top 
25 for each feedback result, and calculated the feedback ac-
curacy respectively. Finally, the average feedback accuracy 
was calculated for 3 feedback times. Feedback accuracy is 
defined as formula (11): 

  P = a / b               (11) 

Here, a is the number of relevant images ranked in the 
top K, b is the number of irrelevant images ranked in the top 
K. 

Figs. (2) and (3) show the average recall curves through 3 
times of feedback by respectively using three ways for re-
trieval: B (Bayesian), FR (fuzzy to relevance matrix), and B 
+F (combining B and F). The curves show that the algorithm 
combining Bayesian and FSRM is the best among the three, 
and further demonstrate the effectiveness of the algorithm 
proposed in this paper. 

CONCLUSION 

Relevance feedback plays an important role in the image 
retrieval. The key problem to solve is how to improve feed-
back accuracy at reducing feedback times. A relevance feed-
back algorithm combining Bayesian and FSRM has been 
proposed in this paper. Firstly, the algorithm classifies image 
library into two classes of relevant and irrelevant by multi-
dimensional Bayesian classifier under normal conditions. 
Then, the two compressed image libraries are searched with 
the FSRM. It has been observed through the experiment re-

sult that the proposed algorithm improved the retrieval accu-
racy at reducing the feedback times, and narrowed the se-
mantic gap between low level visual features and high level 
semantic concepts to some extent. 
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