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Abstract: This paper presents a two-step method for eliminating the shadows of moving targets. As the first step, we 

improve the Gaussian mixture model for obtaining a real-time background and a moving foreground; secondly, we figure 

out the intersection of background difference and moving foreground for eliminating the concomitant shadow [1-5]. 

Experiment results indicate that our method has a preferable performance on eliminating the shadow in its entirety. 
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1. INTRODUCTION 

 In nature, a moving target carries its own shadow owing 

to the illumination of light (either artificial or from the sun) 

in circumstances. The shadow size is decided on the relative 

position of light source and the target. As the shadow area is 

large at a certain time, it will directly affect the extraction 

accuracy of a moving target and cause distortion. 

 The Gaussian mixture model proposed by Grimson and 

Stauffer is one of the most widely used tools for moving 

object extraction, but not so effective in processing the 

shadow of a moving target [6-8]. 

 How the Gaussian mixture model for target extraction is 

capable of dealing with shadow is given in Table 1. 

 As we can see, obvious shadows in the 340th and 398th 

frames are detrimental for the extraction of moving objects 

[4]. 

2. IMPROVED MODEL FOR SHADOW REDUCING 

 Firstly, we attempt to obtain a real-time background and 

a moving foreground by improving the Gaussian mixture 

model, and then work out the intersection of background 

difference and moving foreground so as to reduce the 

influence of the target shadow on the result of test. 

 The specific establishment of our model and updated 

algorithm can be described as follows: 

 For image I, we represent x as pixel and t as time, we 

simulate the process of each pixel x using K models M. 

  

 For each model, assuming its mean value is μ , its weight 

is , its survival time is l, and the frequency of occurrence  

is  f. 
 

 To initialize the Gauss model, we use the first image 

frame to build a model for each pixel. In the first place, 

parameter μ is set as the value of pixel, which means color or 

gray level, the weight value  is 1, survival time l is 175, and 

the frequency of occurrence f is 0. 

 Then we use the new pixel values ( , )
t
P x y  to match the 

K
th

 Gauss distribution. If formula 1 is satisfied. 

, ,( , ) ( , )t t i t iP x y x y Thμ
            (1) 

 We reckon ( , )
t
P x y

 
as matching ith Gauss distribution. 

Herein, 
,t i

Th
 
means time t, and matching threshold of the ith 

Gauss model is determined by formula 2. 

( )max( ( , )) min( ( , )t t tTh P x y P x y DIV=
         (2) 

 There in DIV is the proportional coefficient. The greater 

the DIV, the lower the threshold, and the higher the 

resolution of model. Matching threshold of the model is 

proportional to the color change of current frame. max(Pt(x, 

y) is the maximum value of pixel in the frame of the time t, 

while min( ( , )t
P x y  is the minimum. Because of influence 

from real environment, noise is inevitable, and brightness 

and color of the video frames are also in constant change. If 

a fixed threshold is employed in the method, the system 

resolution will be reduced when there are obvious changes in 

the image. Associating the threshold value with the current 

video frame [8, 9], we can ensure that the resolution of the 

system is also maintained at the same level. Therefore, 

setting of the matching threshold is reasonable. 

 In the initialization phase of the Gauss model, if the pixel 

Pt(x, y) of the time t matches the ith model, then we update 

the model parameter as follows: 

( ) ( )1, ,
, , 1

t i t i
x y x y

+
= +

           (3) 

( ) ( ) ( ) ( )( )1, , ,, , sgn , ,
t i t i t t i

x y x y P x y x yμ μ μ+ = +
        (4) 
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Table 1. Results of Gaussian mixture model for real video processing (1-1). 

Frames Current Frame Gauss Mixture Model 

327 

  

340 

  

367 

  

398 
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 For the unmatched model, the parameters are updated as 

below: 

( ) ( )1, ,
, ,

t i t i
x y x y

+
=

            (7) 

( ) ( )1, ,
, ,

t i t i
x y x yμ μ+ =

            (8) 

( ) ( )1, ,
, ,t i t if x y f x y

+
=

            (9) 

1, ,( , ) ( , ) 1t i t il x y l x y
+

=
         (10) 

 There in, ( ),
,

t i
x y , ( ),

,
t i
x yμ , ( ),

,t if x y , ( ),
,t il x y  

are the weight, mean, frequency and survival time of the 

pixels ( , )P x y  in the t time and the ith model respectively. 

Sgn (number) is a symbol function (Table 2): 

 

Table 2. Symbol function (1-2). 

Number Sgn (number) 

>=0 1 

=0 0 

<=0 -1 
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 We devise a new method to update parameters when the 

initialization process of the model is completed. The model 

will quit when weight value  and survival time l of the 

model turn to be 0 and replace the original model with a new 

one. The parameter of the new model is set as the same as 

the video frame. The mean value of model parameter μ is the 

value of pixel, which means color or gray level, its weight 

is 1, the survival time l is set as 225, and the frequency of 

occurrence f is 0. 

 Parameter update of the model matching and non-

matching is the same as formula 11 and 12 for not exiting 

model. The only difference is the way of updating weight. 

If matching: 

( ) ( ) ( )1, ,
, , + 1

t i t i t
x y x y N x

+
=

       (11) 

If not matching: 

( ) ( )1, ,
, , 1

t i t i
x y x y

+
=

         (12) 

 There in ( )t
N x  is the quantity of the model at pixel 

( , )P x y  in time t. 

 During building, simulation, updating, and exit of the 

model, the weight of pixel will increase or decrease 

depending on whether there exists a matching model. Weight 

will increase when the pixel matches some Gauss model, 

while weight will decrease when such a Gauss model does 

not exist. The distribution of weight will gradually focus on 

the background with large matching opportunity. The model 

mean value changes along with the variation of video frame 

pixel when matching, making the model adapt to the slow 

variation of the background. The survival time is l when the 

model matches. And when the model mismatches, its 

survival time begins to count down and it won’t time until 

the model completes its matching again. Reproducing 

frequency of the model is accumulative calculation 

frequency of model matching during the survival time of the 

model. The model will exit when the survival time of 

background model and recurrence frequency are zero [8-10]. 

Thus the background of short survival time and high 

frequency do not exit only because of reduction of weight 

reduction. For example, the small circulation changes exist 

in the background, such as the wind leaves, the flying flags, 

the rippling waves on water and so on. Therefore, this kind 

of design of algorithm, to a certain extent, possesses a 

stronger ability to tolerate a higher frequency noise than 

Guess model. Thus, it effectively suppresses noise and can 

further approach as well as simulate the background. 

3. THE EXPERIMENT AND ANALYSIS 

 Firstly, we build the model for the background with our 

improved Gaussian mixture model. The process of 

initializing the video background is given in Table 3: 

 Exhibit in Table 3 also shows that background elements 

of the background image and the current frame are consistent 

when the n is 175. Thus, the video monitoring system obtain 

a trusted background by improving Gaussian mixture model. 

Extraction of foreground in the background modeling by 

improved the Gauss mixture model and precision of new 

background difference module is guaranteed bases on the 

background. 

 

Table 3. Background initialization (1-3). 

Frames Real time (local) Images Corresponding Background In the Establishing Process 

2 

  

86 

  

 
 (Table 3) Contd…. 
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Frames Real time (local) Images Corresponding Background In the Establishing Process 

175 

  

805 

  

 

3.1. The Method with an Improved Version on Gauss 
Mixture Model 

 The performance with an improved Gauss mixture model 

building model is shown in Table 4: 

 In terms of result contrast, though the extracted moving 

object is reliable, the result is still not so ideal. This is 

because the noisy components of the effective pixel are still 

existent in extraction results, of which the biggest is 

originated from the shadow of a moving object. The size of 

target shadow is uncertain since the position of light source 

is undetermined in simulation. The influence of the shadow 

is relatively insignificant when the light source is right above 

the target or the angle tilts slightly. However, the light 

source, such as that from the sun, will change from time to 

time. Or even a fixed light source is relative to the target 

location according to its movement. The size and length of 

the shadow is inversely proportional to the distance of the 

relative position. 

 The above experimental analysis implies that the 

operation of improved Gauss mixed background model has 

already provided a stable model for the system, while the 

key to the accuracy of the background difference depends on 

the precision and real-time performance of background 

image. Therefore, increasing the background difference 

module on the basis of mixed Gauss background model is 

feasible. 

3.2. The Method of Increasing Background Difference 
Module in Gauss Mixture 

 When background difference increases, the real operation 

results of the experiment are shown in Table 5. 

 As is shown in Table 5, the inhibitory effect of this 

algorithm on the shadow is obvious. The result inherits the 

advantages of both Gaussian mixture background model and 

background difference. Our improved algorithm can 

effectively overcome the shadow and obviously inhibit any 

shadow of a moving target. 

3.3. The Contrast of the Algorithm and Background 

Difference Method 

 If some of the video is obscure, choose a real surveillance 

video for contrast of the results of the algorithm and those of 

the background difference method: 

 The background difference method has an obvious 

inhibiting effect on the target shadow, and it can be analyzed 

from Table 6 that the effect of noise suppression of the 

algorithm adopted for this paper is far better than the 

background difference method, and the inhibiting effect of a 

target shadow is more ideal than the background difference 

method [10-13], giving users more convenience in the 

process of observation and analysis. 

 

 
 

Fig. (1). Contrast of target pixels numbers under the real 

surveillance video. 

 

 It can be analyzed from (Fig. 1) that the pixel numbers of 

the algorithm are better than those of the background 

difference method. Under a high resolution, the advantages 

of this algorithm can be better reflected. 
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Table 4. Performance of improved Gauss mixture model (1-4). 

Frames Current Frame Background Frame Extraction Frame of Moving Targets 

799 

   

800 

   

801 

   

802 

 
  

803 
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Table 5. Extraction of moving target with new algorithm (1-5). 

Frames Current Frame Foreground Frame 

799 

  

800 

  

801 

  

802 

  

803 
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Table 6. Contrast of the algorithm and background difference method uuder the real surveillance video (1-6). 

Frames Current Frames Algorithm Background Difference Method 

327 

   

340 

   

367 

   

398 

   

 
3.4. The Contrast of Algorithm’s Date with Classic 

Mixture of Gaussian Background Model 

 In moving target detection, the modeling algorithm of 

classic Gaussian mixture background often occurs. In the 

following, we will compare with this paper’s the modeling 

algorithm of the combination of background difference 

method and improved Gaussian mixture background. 

 In the comparison, the video is self recorded to simulate 

the working condition of outdoor environment’s video input 

devices. 

 

 As shown in Table 7, the accuracy of the misdetection 

rate of two algorithms is not high. Besides, the classic 

Gaussian mixture background model on video processing is 

“not fluent”, and more frequent. 

 As shown in Table 8, the speed of processing video of 

the modeling of the combination of background difference 

method and modified Gaussian mixture background is 

almost the same but faster than the modeling of classic 

Gaussian mixture background. 
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Table 7. Miss rate (1-7). 

Name of Algorithm Video Frame of Experiment Misdetection rate Percentage 

Modeling of classic Gaussian mixture background 6930 204 2.943% 

The algorithm 6930 79 1.139% 

 

Table 8. Time of processing video (1-8). 

Name of Algorithm Video Frame of Experiment Rime of Processing Video 

Modeling of classic Gaussian mixture background 6930 00:05:28:592 

Algorithm 6930 00:05:26:249 

 

Table 9. Background rebuilt times (1-9) [14]. 

Name of Algorithm 
Video Frame of 

Experiment 

Background Change 

Times 

Background Rebuilt 

Times 

Bmodeling of classic Gaussian mixture background 6930 8 8(100%) 

Balgorithm 6930 8 3 (37.5%) 

 

 As shown in Table 9, External factors as wind and 

pavement vibration (as shown in the experiment) have 

caused camera shake (a slide of the video equipment due to a 

larger shake), and the background has changed 8 times. In 

these changes, the classic Gaussian algorithm has rebuilt 

their background. This wide range simulation, directly 

leading to the detection of moving targets and disappearing 

in the window, affects the normal work of system. But the 

algorithms adopted by this paper simulated background only 

3 times and on a small scale in the 8 background changes, 

and in all the 3 times simulations users’ Observation and use 

are not so obviously affected. Although at some point in time 

or within a time slice, windows containing the amount of 

information are slightly more, the observation of moving 

targets is no problem [13]. This algorithm can be better 

adapted to the environment, which means it is highly robust. 

CONCLUSION 

 In the detection of moving targets, it is suggested that the 

classical mixture Gaussian background modeling algorithm 

be used more. Although the Gaussian mixture model is 

partly able to eliminate the shadow, yet if the shadow area is 

larger, it will directly affect the extraction performance of 

moving objects. Through the processing of improvement, the 

Gaussian mixture modeling can obviously reduce the 

shadow area. But the algorithm of combined improved 

Gaussian mixture model is more advantageous than that of 

the background difference method in the present paper as it 

can completely eliminate the shadow. So the algorithm is 

better, and it has more advantages than Gaussian algorithm 

in terms of miss rate [15], processing time and numbers of 

background reconstruction. Therefore, it can better detect 

moving targets. 
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