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Abstract: The main task of Ontology learning is concept extraction and conceptual relation extraction. This paper mainly studies the latter. Conceptual relation consists of taxonomic relation and non-taxonomic relation. It introduces hierarchy clustering method, and uses concept hierarchy clustering method which chooses different clustering standards in each hierarchy to obtain the taxonomic relation. It improves the accuracy of the relationship extraction. For extracting the non-taxonomic relation, this paper uses an extended association rule, this method can get concrete names of relation, and confirms the domain and range. In the end, the paper uses the introduced method of Ontology Learning to constructing a domain ontology in the law. And it completes the implementation of an Ontology-based semantic retrieval system. The final effect of this system application demonstrates that this Ontology learning method is efficient.
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1. INTRODUCTION

In recent years, more and more researches on Ontology have appeared in computer science. The most widely cited definition of Ontology is proposed by Studer [1], who said "Ontology is a clear formal specification of shared conceptual model." It is used to record the concepts of a particular area and the direct relationship between these concepts, so that these concepts have the clear, formal definition in the case of being shared, and which facilitates communication between the operator and the machines.

So far, the types of ontology construction tools have been more and more, such as: Protégé [2], WebODE [3] and KAON [4] and so on. Appearance of these tools makes the ontology construction convenient for users, but these tools still have flaws, users can only use them to edit ontology, other content such as concept, conceptual relations, constraints, and so need to be entered manually, it is not realistic to build by hand for the larger scale of Ontology. Therefore, it is difficult to construct Ontology manually because of time-consuming and being difficult to update. In order to promote the development and application of Ontology, either automatically or semi-automatically ontology construction and ontology learning techniques have been proposed and become a hot research[5], the main task of ontology learning is concept extraction and conceptual relation extraction.

Relations between concepts need to be extracted after extracting the domain concepts. So it is an important task. Most of existing methods of relation extraction used in the study are for English terms, put them directly for Chinese Ontology is not ideal [6]. The main reason is that the basic unit of Chinese is character, and there is no space between every two words or terms as English words, so they are lack of morphological markers. Hence, it is difficult to find the dividing point between the words. So the term set get by using the segmentation tool may not be accurate, we must take into account that some words which are apart may include compound words.

2. THE OVERVIEW OF CONCEPT RELATION EXTRACTION METHOD

There are mainly two categories of relationship between concepts in Ontology: taxonomic relation and non-taxonomic relation. Taxonomic relation includes upper and lower classification relation (is-a relationship), non-taxonomic relation includes whole-part relationship, related relationship, synonymous relationship, causality relationship, etc. Therefore, these two relations are mainly considered relationship in the process of getting conceptual relation.

There are many kinds of methods to obtain conceptual relations, including the following categories:

1. Method based on the dictionary

The dictionary we are talking about contains language dictionaries and specialized dictionaries, which are a collection of some words. And these words are distributed in a certain order. With the continuous development of language, the dictionaries which can reflect semantics have appeared now. The dictionary what we are most familiar with is Wordnet, generated by a research of Princeton University. Chinese dictionary "HowNet" and "Modern Chinese
3. TAXONOMIC RELATIONS EXTRACTION

Taxonomic relation [8] is similar to inheritance in Object-Oriented Programming, that is, the relationship between the upper and lower bits. Such as "Criminal Law" in the legal field, it belongs to "the law", so they have a direct relationship between the upper and lower, which is Taxonomic relation. "Law" is the upper class, "Criminal Law" is the corresponding lower classes. This paper mainly introduces the concept clustering method for relation extraction, and makes related improvements for incomplete place.

3.1. Overview of Concept Clustering Methods

This paper has briefly introduced the idea of the concept clustering. Concept clustering method is mainly used to find taxonomic relations between concepts, which builds the vector space model for context information of concepts. It calculates semantic similarity through vector space between concepts, and then classification of concepts can be obtained according to the closeness of semantic similarity. The commonly used methods of concept clustering includes hierarchical clustering, plane partitioning method and formal concept analysis (FCA).

1. Hierarchical clustering method

The hierarchical clustering method is to stratify the given data objects, in accordance with the criteria of from the hierarchical data objects stepwise clustering terminates when it reaches a suitable condition. Data objects in the distance calculation method of this paper is by calculating the semantic similarity between the words, and then the concept of clustering. Hierarchical clustering methods include two types: split hierarchical clustering method and condensational hierarchical clustering method. Split hierarchical clustering method is to consider all the objects as a category, and to divide them into several small groups gradually according to certain criteria, until each object become a class or reaching condition of termination. The terminal condition contains that the number of classes reaches a desired result or the distance between the classes reaches a certain threshold. On the contrary, the condensational hierarchical clustering method considers all the data objects as a separate class, and then gets two or more classes combined into one category according to certain criteria, until all objects form a class or condition of termination.

2. Plane partitioning method

The idea of plane partitioning method is to create a division including k numbers, and then to relocate division using an iterative approach between the concepts to generat new division. The difference between this method and hierarchical clustering method is that the former divide the set of documents in horizontal position rather than vertical division. The specific approach is to generate a cluster center containing k numbers, and then to calculate the similarity of each concept and various centers in the seed and find the seed with maximum value of similarity to cluster. Plane partitioning method is often divided into two kinds: K-Means algorithm and K-center point algorithm.

3. Method of formal concept analysis (FCA)

Formal concept analysis method represents the form of background in the field by using binary relations. This method extracts conceptual level from the background which is also called concept lattice. Formal concept analysis is to get hierarchical data through that the concept lattice is structured.

3.2. Conceptual Relation Extraction Based on Improved Hierarchical Clustering Method

This section will further introduce Conceptual relation extraction based on improved hierarchical clustering method. The clustering method is according to the similarity between the concepts, the method of calculating the similarity is as follows.

In this paper, the concepts are formed a "term-document" matrix expressed as $M[i][j]$, where m is the number of concepts, n indicates the number of documents in the professional corpus. For example, $M[i][j]$ indicates the number of
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3.3. Improved Method of Relation Extraction Based on Hierarchical Clustering

As the problem of hierarchical clustering method is to choose the reference value when clustering, that is clustering criteria. If the value of clustering criteria has too low discrimination, the results of the experiments are less accurate. Further, the limitation of this method is that the concept having multiple parent concepts will not be recognized [9]. Therefore, this section can also be used to improve the method, that is to cluster multiply to identify all the relationships.

Therefore, for the limitation which the selected criteria affect hierarchical clustering result, it gives the corresponding improved method. Specific approach is to make multiple hierarchical clustering, and each process uses different standards. This will improve the accuracy of relation extraction.

Specific steps are as follows:

1. Choose any k concepts as the central concept of clustering collections, expressed as \((C_1,C_2,\cdots,C_n)\), which is the initial state of clustering;

2. Use the formula (2) to calculate the similarity of each concept with all the cluster center, find the maximum similarity of each concept with each class (ie, where the collection of cluster centers) to merge into it;

3. Do step 2 circularly until the end of the two clustering meet the termination condition.

4. NON-TAXONOMIC RELATION EXTRACTION

Non-taxonomic relation is all the relations except taxonomic relation (upper and lower classification relation), including whole-part relationship, related relationship, synonymous relationship, causality relationship, etc. Compared with taxonomic relation, non-taxonomic relation is more complex relationship, this relations generally extracted by association rules.

4.1. Method Based on Association Rules

Method based on association rules is mainly used in non-taxonomic relation extraction. This method indicates that if two concepts often occur concomitantly with each other within the same field of the document, there is some relationship between them.

The basic idea of association rule mining is to use statistical methods to find the association between two things. Therefore, for the extraction of non-taxonomic relations between concepts, we can make use of association rules. The introduction of association rules is given as follows.

Assume that collection \(S = \{I_1, I_2, \cdots, I_m\}\) represents a group of items, collection \(T = \{t_i | i = 1, 2, \cdots, n, t_i \subseteq S\}\)
represents a set of transactions. If the items $X,Y$ are two groups, and $X \cup Y \subseteq S$ but $X \cap Y = \emptyset$, the definitions and calculation of credibility and support of association rules $X \Rightarrow Y$ are as follows:

Definition 1 Credibility of $X \Rightarrow Y$ is the probability of $Y$ appearing in the premise of $X$ appearing in affairs $T$, expressed as $\text{confidence}(X \Rightarrow Y)$.

$$\text{confidence}(X \Rightarrow Y) = P(Y \mid X) = \frac{\left| \{t_i \mid t_i \supseteq X \cup Y \} \right|}{\left| \{t_i \mid t_i \supseteq X \} \right|} = \frac{n}{m}$$ (5)

Definitions 2 Support of $X \Rightarrow Y$ is the probability of $X$ and $Y$ occurring in transaction set $T$ simultaneously, expressed as $\text{support}(X \Rightarrow Y)$.

$$\text{support}(X \Rightarrow Y) = P(X \cup Y) = \frac{\left| \{t_i \mid t_i \supseteq X \cup Y \} \right|}{n}$$ (6)

Association rules method means: if and only if rule $X \Rightarrow Y$ reaches the minimum threshold of credibility and support, the rule $X \Rightarrow Y$ is established in the transaction set $T$.

When taking the association rules applied to non-taxonomic relation extraction, the item sets represent the concepts set of existing non-taxonomic relationship, expressed as $S = \{C_1, C_2, \ldots, C_m\}$. And $t_i$ is a sentence which at least contains one concept from the transaction set. $X = \{C_i\}$ and $Y = \{C_j\}$ are the concepts consisting non-taxonomic relation for association rules extraction. Therefore, according to the association rules, when $\text{confidence}(X \Rightarrow Y)$ and $\text{support}(X \Rightarrow Y)$ are greater than a given threshold at the same time, there is a strong relevance between these two concepts. This pair of concepts is the non-taxonomic relation that we want to extract.
However, extracting the relationship using this method only can determine the existence of a relationship between two concepts, but can not determine what these two concepts are, i.e. particular relation name cannot be drawn. So method based on association rules needs to be improved. This paper introduces the extended association rules to get the non-taxonomic relations with concrete names, and give the domain and range where all relations belong.

### 4.2. Relation Extraction Based on Extended Association Rules

Dependency syntax indicates that verb the core element dominating the other ingredients in sentence, the verb itself is not bound by the other ingredients and other ingredients in two sides of the verb does not have inter-related [10]. To the Chinese text, the main component of the sentence is SVO, the type of predicate is usually verb. According to the dependency syntax, there is no relevance between subject and object with each other. So for this kind of sentence, the verb can be used directly as the name of non-taxonomic relation, the main component of subject is taken as the domain of the relation, the main component of object is the range of the relation.

What describes above is the thought of extented association rules. Before obtaining the specific relationship, we can use association rules to extract the pairs of concepts existing non-taxonomic relation, where the two concepts are likely the subject and object of some sentence. So just find the verb dominating the two concepts, we can determine the relation name. We can give a threshold, if the times of a verb appearing in a sentence which contains a concept pair exceeds this threshold, it is determined that the verb is the relation name of the concept pair. And the concept appearing in front of the verb is the domain of this relationship, the concept behind it is the range of this relationship. Complete analysis of all verbs, perform step 1;

(4) Calculate the number and co-occurrence frequency of the verbs and $c_1, c_2$ appearing in the same sentence using statistical method;

(5) If the frequency of a verb reach a given threshold, this verb is the relation name of the concept $c_1, c_2$, the concept appearing in front of the verb is the domain of this relationship, the concept behind it is the range of this relationship. Complete analysis of all verbs, perform step 1;

(6) End all steps.

### 5. EXPERIMENTAL RESULTS AND ANALYSIS

This section analyzes the validity of relation extraction algorithms introduced in this paper. The accuracy of experiment (precision), the recall rate (recall) and F-value (F-measure) are three kinds of evaluation index [11-13], they are defined as follows:

Accuracy rate = number of correct relations / the number of extracted relations * 100%

Recall = number of correct relations / actual number of extracted relations * 100%

F-value = 2 * accuracy * recall / (accuracy + recall)

This paper extracts taxonomic relation by using the multiple hierarchical clustering based on the extracted concepts. Whether the difference between the cluster center reaches the given threshold, the value is set as 0.001 in this experiment; extracting non-taxonomic relations by using extended association rules also needs to set the threshold for the credibility and support, according to the conclusion of reference [14]: when the minimum support is set as 0.0001 and the minimum credibility is set as 0.05, the accuracy of extracted concepts is the highest rate. So the paper also put this threshold for non-taxonomic relation extraction. Table 1 shows the comparison of the two kinds of relations before and after improving.

Table 1. The comparison of conceptual relationship results.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Recall</th>
<th>F-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>taxonomic relation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>before improving</td>
<td>52.4%</td>
<td>45.2%</td>
<td>48.5%</td>
</tr>
<tr>
<td>after improving</td>
<td>54.7%</td>
<td>48.0%</td>
<td>51.3%</td>
</tr>
<tr>
<td><strong>non-taxonomic relation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>before improving</td>
<td>39.1%</td>
<td>47.2%</td>
<td>42.8%</td>
</tr>
<tr>
<td>after improving</td>
<td>40.8%</td>
<td>49.7%</td>
<td>44.8%</td>
</tr>
</tbody>
</table>

Table 1 shows that the accuracy of taxonomic relation is higher, because this paper chooses the clustering criteria many times when using hierarchical clustering. So accuracy is improved. For non-taxonomic relation, the accuracy is lower, because of using the method containing rules, in which the system of rules is not complete. Overall, the accuracy and recall rates are improved.
CONCLUSION

This paper introduces several methods of relation extraction, and then introduces the extraction methods of taxonomic relation and non-taxonomic relation. It introduces hierarchy clustering method, and uses concept hierarchy clustering method which chooses different clustering standards in each hierarchy to obtain the taxonomic relation. It improves the accuracy of the relationship extraction. For extracting the non-taxonomic relation, this paper uses an extended association rule, this method can get concrete names of relation, and confirms the domain and range.
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