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Abstract: Maximize coverage and prolong the network lifetime for wireless sensor networks has become one of the key 
topics of research. For this, put forward a kind of node scheduling strategy based on covering algorithm. The algorithm by 
Poisson distribution model structure node density formula, according to the node density formula in the monitoring region 
deploying to effective coverage; On the other hand, through the node state scheduling mechanism updates as well as to the 
neighbor node, can be made of residual energy of nodes and monitoring the area sensor the node energy consumption bal-
ance, so as to prolong the network lifetime goal. The simulation results show that, the algorithm cans not only useless 
nodes completely too effective coverage, improve the coverage while optimizing the cyber source configuration, prolong 
the network lifetime. 
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1. INTRODUCTION 

Wireless sensor network with other network there are 
certain differences in the architecture. Firstly, in terms of the 
wireless sensor network itself, and it is through the dense 
nodes of monitoring area control, sensor nodes are smaller 
and energy [1, 2], LTD; In some of the more severe and dan-
gerous environment, the energy of the sensor nodes and can't 
effectively supplement; Second, in the high-density deploy-
ment of monitoring area, when in the working state of multi-
ple sensor nodes to a particular target monitoring, location, 
coverage and tracking, will lead to multiple data collected by 
the sensor node or calculated information to a neighbor node 
and generated when the base station sends a large number of 
redundant data, it will inevitably cause the network conges-
tion, leading to a large number of useless sensor node energy 
consumption, will eventually lead to the total energy of the 
wireless sensor network (WSN) too quickly consumption, 
reduces the amount of effective network life cycle. Thirdly, 
in the process of practical application, not all of the target 
node should be completely covered. That a node is the focus 
on target node, which begs to effectively cover completely 
cover or K degree, that is, the destination node in a sensor 
node K perceived scope. When the destination node is not 
concern, let their perception in a sensor node scope. In the 
process of cover, still need to consider in a certain condi-
tions, some sensor nodes in a dormant state, in order to ef-
fectively guarantee the network energy, prolong the network 
life cycle. 

 
 

2. RELATED WORKS 

In recent years, the coverage problem in wireless sensor 
network has been concerned by scholars in the world. 
Scholars have carried out some very fruitful research points. 
Literature gives the monitoring areas of all sensor nodes are 
divided into a number of disjoint subsets, each subset in a 
monitoring area conduct independent monitoring, through 
the clock timing function for each subset of alternate 
methods for monitoring area of the target node to effectively 
cover [3]; the authors using a self calibration method for a 
particular node redundant nodes into dormancy, to avoid the 
blind spots are round monitoring, after a specified period of 
time, the active node updates the local Voronoi to complete 
the map of monitoring regional coverage [4]; On wireless 
sensor networks heterogeneous nodes network topology, all 
nodes in monitoring area cluster processing, make high 
energy sensor nodes form a cluster head node, on the 
formation of cluster regional monitoring and coverage [5]; 
the paper is the use of wireless sensor network having 
distributed characteristics will detect and control integration, 
to the fused sensor node subset optimization, to save energy, 
prolong network cycle [6]. Literature gives an energy saving 
cover, the idea is to use each sensor node of the perceived 
distance equilibrium conditions to achieve energy-saving 
coverage, this method is not random mobile sensor nodes 
[7]. The using density control PEAS algorithm to schedule 
the target area sleep node and in different regions of the 
sensor node energy consumption itself as far as possible, to 
prolong the network lifetime [8]. All of the above algorithm 
is to a large extent can be completed the coverage and 
connectivity, but the solving process is too complex; in 
addition, with the increase of the number of sensor nodes 
and coverage area change, also can make the algorithm  
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complexity is increased, thereby reducing the computational 
efficiency. The above six algorithms in different degree to 
satisfy a condition coverage requirements, but also can 
guarantee the connectivity of the network, but its 
disadvantage is node distribution unevenness caused the 
complexity of the algorithm is too high, speed too slow, and 
a plurality of sensor node position changes will occur more 
frequently perceived area multiple cover the possibility [9, 
10]. 

3. MODEL ANALYSIS 

3.1. Network Model and Hypothesis 

The following hypotheses are advanced on the network 
model: 

Hypothesis 1: The monitored area is much larger than the 
sensor node sensing area, not considering the boundary 
factors on the monitoring of regional influence. 

Hypothesis 2: Sensor node sensing radius and radius of 
communication will appear a disk shape and the 
communication radius greater than or equal to 2 times the 
radius of perception. 

Hypothesis 3: Each sensor node can be through their own 
information to their location information. 

Hypothesis 4: The initial state, and each sensor of node 
energy is the same, all sensor nodes have the same 
processing capacity, and equal status. 

3.2. Basic Definition 

Definition 1: The distance between any two nodes d(i,j) 
are called nodes i and j Euclidean distance, when d(i,j)<2R 
referred to the neighbor node, node i and j. 

Definition 2: In the monitoring of the target area, when a 
target node is K sensor node coverage, called K heavy cover. 

Definition 3: In the monitoring of the target area, all 
sensor nodes coverage Union and all sensor nodes range and 
than, called network covering efficiency: 
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Among them: ε is sensor node physical parameters; Re 
said sensor node monitoring dynamic parameters in the said 
sensor nodes; d(si,sj) Euclidean distance; when d(si,sj)<(Rs-
Re), this time node Si is detected, it is not detected [11-13]. 

Theorem 1: When and only when the three equal circles 
intersect at one point, and form an equilateral triangle length 
of a side is 3 ,covering the efficiency of EA maximum, 
That is: EA≤82.73% 

Proof: As shown in Fig. (1): 

Firstly, Fig. (1) were analyzed, as are three. Two 
intersect, and the intersection region are equal, so 1 2 3OO OV  
is an equilateral triangle, with side length 1 2OO  is r, an 
equilateral triangle 1 2 3OO OV three interior angles are 

respectively 3π , 2 1 3 3O OO π∠ = , 
1 2 3

21 sin 32OO OS r π=V , 

since three, round two intersection, and completely covered 
on the plane the Euclidean distance, di<2r, let the equilateral 
triangle 1 2 3OO OV the maximum length to keep the 

1 2 3OO OSV  
area is the largest, the three circle intersect at a point B , as 
shown in Fig. (1) as shown, connect to the 3O B  and extended 
to two points to A , connecting the 2O A , set three the radius 

of the circle of 1, 
2

3
4ABOS =V , 6S π=

2ABO , according to 

the formula (1) we get 
2 2ABO ABOEA S S= V , 

3 3 82.73%2EA π= = namely in the completely covered 

cases the maximum coverage of the efficiency value is 
82.73%. 

 

 

 
Fig. (1). Any intersection of two circles. 
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Theorem 2: Sensor node monitoring area A, the 
monitoring of regional node density λ, a monitoring area A 
node number X subject to node K probability density: 

  
P X = k( ) = e

!"A
# "A( )

k

k!  (3) 

Proof: The monitoring area is S, in the monitoring region 
of arbitrary nodes subordinated to the K  node distribution 
probability of P=A/S, when the number of nodes of n 
probability obeys two type distribution is:  

( ) ( )1 n kk k
nP X k C p p −= = −   (4) 

According to the node density formula λ=n/S into 
arbitrary node distribution probability of P:  

P A nλ=  (5) 

Equation (5) into the formula (4): 

( ) ( )
( ) ( )

( ) ( )

( ) 1

! 1
                 =

! !

k n kk
n

k n

k

P X k C A n A n

n A A n

n k k n A

λ λ

λ λ
λ

−= = −

−

− −  

(6) 

When  n!"  and its limit available:  
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That is: 
  
P X = k( ) = e
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k

k!  

4. COVERAGE CONTROL AND SCHEDULING OF 
NODES 

When the focus of the target node is considered to be the 
key target, it will be covered with multiple sensor nodes, in  
 

order to achieve the purpose of the cover and positioned 
accurately. Each node in the process of cover, for a certain 
probability to choose their own work nodes, there're a total 
of five kinds of state covering process can convert each 
other, constitute the node scheduling strategy. As shown in 
Fig. (2). 

Diagram shows the sensor nodes in the process of 
monitoring area covering the target node data information 
obtained through the perception scope, by calculation and 
forwarded to neighbor nodes or anchor node; At the same 
time using multiple sensor node to destination node formed 
by multiple coverage to determine the focus of the target 
node, the coverage is greater than or equal to 2 [14, 15]. 

4.1. Dynamic Form 

When the target into a cluster head monitoring area, to 
the neighbor cluster head node sends a packet containing the 
target information, all the monitoring to the target cluster are 
dynamically in the target around to form a group, cluster 
member nodes only with the cluster node communication, 
the cluster head and between cluster heads can be mutually 
communication. Involved in tracking the cluster number 
depending on the size of the radius of the grid. For example, 
if the access grid side length equal to the radius of 
communication node, then a maximum of only four cluster 
capable of simultaneously monitoring to the target. When at 
the same time two or more than two cluster head and 
monitoring to the target, we select these clusters in a cluster 
head node as a leader node, cluster head first to the neighbor 
hair to send their and monitoring the distance between the 
target data information, if the cluster head received a 
distance closer to the target hair to information, give up 
campaign to become leader node. Selection criteria for : first, 
choose from the closest cluster head node; second, if there 
are two or more than two cluster head node and the target  
 

 

 
Fig. (2). Network coverage models. 
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and the distance between the same, residual energy larger the 
lead node. All the monitoring to the target cluster head node 
will be sent to a leader node data first, and then by the 
leading node calculation and data fusion are transmitted to a 
data center node. As shown in Fig. (3): 

When the mobile target leading away from the node, 
because of the need to transmit data over long distances to 
the leader node, or a new cluster head node monitoring to the 
target, then a leader node is no longer applicable acts as a 
leader node, fast the election of a new leader node is very 
necessary. Here we shall, when there is a new cluster head 
node joins the mobile target tracking, under the leadership of 
node selection rules, in all involved in tracking the cluster 
head node selects a distance to a target the nearest cluster 
head node as its new leader node, data reported by the new 
leader node is sent to a data center [16].  

4.2. Node Scheduing Strategy 

The sensor node is a round number as the cycle to work. 
During an initialization phase, the sensor node closed its 
induction module, update their information and the neighbor 
node. In the scheduling process to go through five states, 
respectively, the start state, judge state of competition state, 
hibernation, the listening state, a five state conversion 
constitute the sensor node scheduling strategy. First of all, to 
judge if the node meet the dormancy condition, such as meet 
into hibernation, or into the competitive status, when 
entering into competition, start a timer; secondly, when the 
node competitive success, node to the start state, competition 
failure node into the listening state; again, in a sense node on 
success to receive the neighbor node to broadcast news  
 

 

On-duty Message, update its neighbor nodes' information, 
thus entering the judgment condition; fourth, in the starting 
state of the node to its neighbor node sends a On-duty 
Message, which contains the start node only ID 
identification and location information, and carries on the 
effective coverage of the work; fifth, in order to save the 
energy of the node, for accurate monitoring region to 
effectively cover, the sensor node will turn off unnecessary 
device to prolong the network life cycle [17-19]. In practical 
application process, the sensor node according to the 
neighbor node's information to dispatch their information, 
until sure sensor node itself as the start state or resting state 
so far, as shown in Fig. (4). 

5. SYSTEM ASSESSMENT 

Wireless sensor network node energy consumption most 
are from to in data processing and communication, contains 
the main data calculation, data processing and data 
transmission on three aspects, including data transmission by 
the consumption of energy is higher, the wireless 
communication consumption model was studied, its model: 
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On the type, ET-elec and ER-elec wireless sending and 
receiving module of energy consumption; ε fs and εamp said 
free space model and the multiple attenuation model amp 
consumption parameters; d0 is constant. 

 

 

Fig. (3). The target node coverage area diagram. 

 

 
Fig. (4). Node scheduling state diagram. 
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In order to verify the effectiveness of the algorithm and 
stability, the experiment from the two aspects of the 
comparison, the simulation platform is MATLAB7, the 
simulation region is set to 500m× 500m, sensor nodes is 300, 
sensor node sensing radius is 5m, the initial each node's 
energy is the same 2J, network bandwidth is 1Mbps, packet 
size is 100bits, the sampling period is 10s. 

The first case: the algorithm and LEACH protocol 
comparison experiment, validation in the same round 
number, the network energy consumption contrast 
conditions, as shown in Fig. (5). 

From the Fig. (4) can be seen, in the initial moments, two 
algorithms of the network energy consumption approxi-
mately equal; but as time goes on, the algorithm of the 
network energy consumption less than LEACH protocol of 
energy consumption, and this algorithm to the subsequent  
 

 

time tends to be stable, in the entire network cover cycle, this 
algorithm can effectively save the sensor node energy, 
prolong the network life cycle. 

In second cases, using this algorithm with PEAS 
algorithm in coverage on the comparison experiment, the 
coverage rate of 99% that is completely covered, the 
experimental data are in 100 simulation data by extracting 
the average value, as shown in Fig. (6). 

From seeing the graph 5, as time progresses, two 
algorithms of coverage has declined. The initial phase, two 
algorithms of coverage, but in t=1500, PEAS algorithm 
coverage declined more obvious, the algorithm still maintain 
higher coverage. In the same node under the effect of this 
algorithm, coverage was significantly higher than that of 
PEAS algorithm, to verify the effectiveness of this 
algorithm. 

 

 

Fig. (5). Network energy diagram. 

 

 
Fig. (6). Different rounds of the network coverage. 
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In order to achieve the scale of network coverage, and 
thus better evaluate the performance of the model in different 
sizes, which mainly reflect the minimum number of nodes 
needs to by deploy in different network coverage, each simu-
lation experiment executed 50 times at average. Curve of 
node coverage changes is shown in Fig. (7). 

Fig. (7) shows the graph of the number of sensor nodes 
needed to deploy to achieve different node coverage under 
different network dimensions. The figure shows that, with 
the expansion of the network, to meet the demand for net-
work coverage, the number of nodes required to be deployed 
will increase, and the higher the coverage of the network, the 
number of nodes need to be deployed increases can be ob-
tained from Figure more fast, so that the concern target node 
can achieve complete coverage. 

 

Experiment: Fig. (8) shows a diagram of the number of 
sensor nodes need to be deployed for the same network size 
400 * 400m2 under different node coverage requirement, and 
compare with the experiments of literature SCCP algorithm, 
to meet certain demand for network coverage, the number of 
nodes deployed will be gradually increased as time progress-
es, and the network coverage will also increase, so that com-
pletely coverage is achieved for the same coverage area and 
different nodes coverage for target area, as shown in Fig. (8). 

CONCLUSION 

This paper studies the coverage problem in wireless 
sensor network, using the node to node state transition 
mechanism for effective control, giving the Poisson  
 

 

 

Fig. (7). Coverage rate for different coverage area. 

 

 

Fig. (8). Coverage comparison.  
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distribution model and reasoning the joint probability 
density, and verifying the efficiency of coverage, quantifying 
the node density distribution, optimizing the network 
resources. Using relationship between the sensor node and 
the target node, it gives the coverage model of monitoring 
region network, identifies the sensor node and the target 
node affiliation, as well as the effects that K heavy coverage 
puts on the network monitoring region. Using the node state 
transition mechanism, it constructs the node wheels work 
system model. Finally through the simulation experiment on 
the LEACH protocol and PEAS algorithm comparison 
experiment, in the network energy consumption and network 
coverage rate of this algorithm, this paper is higher than 
above two algorithms, achieving the goal of prolonging the 
network lifetime and improving the quality of network 
service. 
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