A Cooperative Spectrum Sensing Scheme Based on Extension Theory for Cognitive Radio Sensor Networks
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Abstract: This paper proposes a cooperative censoring spectrum sensing scheme based on dependent function of extension theory for Cognitive Radio Sensor Networks (CRSN). The scheme uses the dependent function of Extension theory to identify the presence or absence of the licensed user's (LU) signal, and then calculate the related degree through dependent function to identify the initial test results of licensed users, and then send these results to the fusion center. Use a trust evaluation scheme based on noise jamming and channel attenuation for each node, and then this trust evaluation result of each node is sent to the fusion center. The fusion center makes the final decision by the K-M rule. Simulation results show that the proposed scheme could improve the detect probability effectively.
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1. INTRODUCTION

Today, wireless sensor networks (WSN) are used in many applications, including military, public security, public health, intelligent transportation, intelligent household, environmental monitoring, etc [1-3]. With the increasing need of wireless communication to radio frequency spectrum, the existing frequency spectrum can’t meet the target required. Cognitive radio [4] can achieve higher spectrum efficiency by dynamic spectrum access. Cognitive Radio Sensor Networks (CRSN) be formed by applying cognitive radio to the WSN. So far, the spectrum sensing techniques [5-7] fall into three categories: Matched filter detection [8], Cyclostationary feature detection [9], and Energy detection [10]. Among them, the energy detector is the most convenient and the most accurate. To solve the problem of potential interference to the LU, cooperative spectrum sensing schemes have been proposed to take advantage of the spatial diversity in wireless [11]. In [12], energy detection for cooperative spectrum sensing has been proposed to save energy. A censor-based cooperative spectrum sensing scheme using fuzzy logic for cognitive radio sensor networks is proposed in [13]. But in this scheme, the CRSN nodes are assumed to be trustworthy, and existence of the LU's signal cannot be expressed in digits. Inspired by dependent function of extension theory, a new spectrum sensing scheme based on dependent function has been presented in this paper.

In this paper, based on the definitions of the extensible set and dependent function [14], a method under extension transformation is studied. The researching objects of extenics are contradictory problems. And extenics is a breakthrough of the weakness that conventional mathematics can only solve the precise problem. Seeking solution of failing to detect and enhancing precision a new angle. Extensive detecting technology researches the conformation of detecting strategy and explores inscrutable and securable matter elements converting principle by extension reasoning, avoiding the aimlessness and uncertainty of detecting. And then a set of advanced detecting theories that differ from conventional methods are established [15].

In this method, the presence and absence of the LU's signal are transformed to the interval value. Every node, through the dependent function, is sent to the fusion center. And the reliability of each CRSN node is different. So the fusion center makes the final decision according to the local decisions and the reliability of each CRSN node. This way can’t only improve the efficiency of test, but also save the energy.

2. ENERGY DETECTION MODEL OF THE SYSTEM

Energy detection is a sub-optional signal detection technique which has been extensively used in radiometry. Cognitive user can judge the working status of the licensed user (LU) by the detection theory of two hypotheses.

\[
\begin{align*}
\{ & H_1: x(t) = h(t) \cdot s(t) + n(t) \\
& H_0: x(t) = n(t) \}
\end{align*}
\]

Where \( H_0 \) and \( H_1 \) respectively mean that the LU’s signal is absence and presence. \( x(t) \) represents that the signal...
received by the CRSN node, \( s(t) \) represents that the signal transmitted by the licensed user, \( h(t) \) denotes the amplitude gain of the channel and \( n(t) \) is additive the white Gaussian noise [16].

To implement energy detection, a band pass filter is used to obtain a signal in the desired frequency band. Then the measured energy of received signal is calculated according to the energy of received signal's samples:

\[
E = \sum_{t=0}^{W-1} x(t)^2
\]

(2)

Where \( W \) is the number of samples: \( W = 2TB \), where \( B \) and \( T \) are signal bandwidth and correspondent to detection time, respectively [10].

Without loss of generality, we assume that the noise at each sample is a Gaussian random variable with zero mean and unit power. When the LU doesn't send out signal, the distribution of energy decision statistic is Central chi-squared distribution. When the LU sends out signal, the distribution of energy decision statistic is noncentral chi-squared distribution [17]. When \( W \) is relatively large (e.g. \( W > 200 \)), the energy \( E \) can be close to a Gaussian random variable [10].

\[
E \sim \begin{cases} N(W, 2W) & H_0 \\ N(W \times (1 + \text{SNR}), 2W \times (1 + \text{SNR})) & H_1 \end{cases}
\]

(3)

Where \( \text{SNR} \) is the signal noise ratio in the CRSN nodes. The Gaussian distribution is showed with \( N(\mu, \sigma^2) \). The parameter \( \mu \) is expectation, and the parameter \( \sigma^2 \) is variance. When LU doesn’t send out signal, \( \mu \) and \( \sigma^2 \) are equal to \( W \) and \( 2W \), respectively. When LU send out signal, \( \mu \) and \( \sigma^2 \) are equal to \( W \times (1 + \text{SNR}) \) and \( 2W \times (1 + \text{SNR}) \), respectively.

3. PROPOSED SPECTRUM SENSING SCHEME

To detect the LU’s status, we propose a spectrum sensing scheme. In Fig. (1), each CRSN node detects the LU’s signal. But, there exist noise and channel attenuation. The signal of received should be analysis. According to the dependent functions of extension theory, we get the local decision \( K \) and \( \phi \). And then these local decisions are transmitted to the fusion center for the last decision.

To get the result of the local decision, we use the matter-element to describe the LU and the cognitive user (CU).

3.1. Matter-element Describing

We use an ordered triad:

\[
R = (T, c, \nu)
\]

(4)

The basic element for describing things is called matter-element, where \( T \) represents the matter; \( c \) is the characteristics; \( \nu \) is the \( T \)'S measure about the characteristics \( c \); the expression \( \nu = c(T) \) describes the relation between quality and quantity. So we can describe the LU and the cognitive user by matter-element [14].

Goal matter-element:

\[
G = (\text{LU, working condition, } H_0 \text{ (the absence)}/ H_1 \text{ (the presence))}
\]
Conditional matter-element: R= (CU, receipt signal, E);

Because the channel fading and noise signal have negative effects on sensing performance of CU. We must consider that each CRSN node has different SNR and different distance away from LU.

\[
R = \begin{cases} 
\text{CRSN} & \text{receipt signal} \quad E_i \\
\text{distance} & \text{L}_i \\
\text{signal noise ratio} & \text{SNR}_i 
\end{cases}
\]

(5)

Where \( L_i \) is the distance between the \( i \)-th node and the LU, and \( SNR_i \) is the signal noise ratio of \( i \)-th node, where \( E_i \) is the energy of \( i \)-th node received signal \((i = 1, 2, \ldots, M)\).

3.2. Matter-element Transformations

Because the goal matter-element G can’t be directly judged by conditions of the matter-element R, we should transform the goal matter-element. According to the formula (3), the E can be described as a Gaussian random variable.

\[
\begin{align*}
H_0 & \sim N(W, 2W) \\
H_1 & \sim N(W(1+SNR), 2W(1+SNR))
\end{align*}
\]

(6)

The probable density function of Gauss distribution is described as following:

In Fig. (2), we can see that about 68.3% of values drawn from a normal distribution are within one standard deviations \( \sigma \) away from the mean; about 95.4% of the values lie within two standard deviations; and about 99.7% are within there standard deviation. So the goal matter-element can be transformed to:

\[
G = \begin{cases} 
\text{LU} & H_0 = \left(W - 3\sqrt{2W} + 3\sqrt{2W}\right) \\
H_1 & \left(W(1+SNR) - 3\sqrt{2W(1+SNR)}\right) \\
& \left(W(1+SNR) + 3\sqrt{2W(1+SNR)}\right)
\end{cases}
\]

(7)

3.3. Dependent Function

Dependent functions describe the degree of the property. When the LU’s signal is absent \((H_0)\), the range of energy \( E \) is \((x_1, y_1)\); When the LU’s signal is present \((H_1)\), the range of energy \( E \) is \((x_2, y_2)\). In order to calculate the dependent degree of \( H_1 \) and \( H_0: \rho(H_0, H_i) \), we use the following formula:

\[
\rho(H_0, H_i) = \frac{1}{2} [\rho(x_1, (x_2, y_2)) + \rho(y_1, (x_2, y_2))]
\]

(8)

Where \( \rho(x_1, (x_2, y_2)) \) and \( \rho(y_1, (x_2, y_2)) \) are dependent functions. We can see that \((x_2, y_2)\) and \((x_1, y_1)\) are \((W(1+SNR) - 3\sqrt{2W(1+SNR)}, W + 3\sqrt{2W})\) by the formula (7), respectively.

In this paper we use a simple dependent function as following:

\[
\rho = \begin{cases} 
x - x_0 & x \leq x_0 \\
0 & x > x_0
\end{cases}
\]

(9)

Where \( x_0 \) is the best value of range \((x_1, y_1)\).

According to the formulas (7), (8) and (9), we can calculate the relational value \( \rho(H_0, H_i) \). We know that \( \rho(H_0, H_i) \) is changed as the SNR changed, when \( W \) is invariant. And the interval of \( H_1 \) and \( H_0 \) is decreased as the SNR decrease. So the critical value exists when the interval of \( H_1 \) and the interval of \( H_0 \) intersect with each other. In Fig. (3), we can see that the critical value is \( \beta \).

We can work out the critical value \( \beta = (3\sqrt{2W}) \) by the formula (7), (8) and (9). Then we do the following analysis:
3.4. Reliability Calculation

The distance is different between each CRSN nodes and LU, and the effect of the interference signal is different for each CRSN nodes [18]. Consequently, the SNR parameter and the distance parameter should be transmitted to the fusion center.

The distance parameter of one CRSN node is $L_i$ ($i=1,2,\ldots,M$). We assume that $L_{\text{max}}$ is the maximum value, $L_{\text{min}}$ is the minimum value. Because the CRSN node is more near to the LU, the decision is more accurate. The best value is $L_{\text{min}}$. In the same way, $\text{SNR}_i$ is the signal noise ratio of one node. $\text{SNR}_{\text{max}}$ is the maximum value of $\text{SNR}_i$, $\text{SNR}_{\text{min}}$ is the minimum value of $\text{SNR}_i$. According to the formula of (9), we can calculate the reliability of each CRSN node:

$$\rho(L_i) = \frac{L_i - L_{\text{max}}}{L_{\text{min}} - L_{\text{max}}}$$  \hspace{1cm} (13)

$$\rho(\text{SNR}_i) = \frac{\text{SNR}_i - \text{SNR}_{\text{min}}}{\text{SNR}_{\text{max}} - \text{SNR}_{\text{min}}}$$  \hspace{1cm} (14)

The final decision is under the influence of interference signal and channel fading, we should consider $\rho(L)$ and $\rho(\text{SNR})$. We assume that distance-weighted is $\omega_1 = 0.5$, and weighting of SNR is $\omega_{\text{SNR}} = 0.5$. The final influence degree is $\varphi$ of one node:

$$\varphi_i = \omega_1 \cdot \rho(L_i) + \omega_{\text{SNR}} \cdot \rho(\text{SNR}_i)$$  \hspace{1cm} (15)

Then the credibility $\varphi_i$ is transmitted to the fusion center.

3.5. Data fusion at the Fusion Center

The fusion center receives the first local decisions $K_i$ and the credibility $\varphi_i$ from the CRSN nodes. The decision of reliability of each CRSN nodes is calculated as follows:

$$u_i = K_i \cdot \varphi_i$$  \hspace{1cm} (16)

The summarize is $U$, then send it to fusion center.

$$U = \sum_{i=1}^{M} u_i$$  \hspace{1cm} (17)
The final decision is made by applying the K-M rule:

\[ H = \begin{cases} H_1 & U > 0 \\ H_0 & \text{otherwise} \end{cases} \] (18)

By substituting (16) and (17) into (18), we have the final decision fusion rule as follows:

\[ H = \begin{cases} H_1 & \sum_{i=1}^{\infty} K_i \phi_i > 0 \\ H_0 & \text{otherwise} \end{cases} \] (19)

4. SIMULATION RESULTS AND ANALYSIS

To evaluate the performance of proposed techniques, Monte-Carlo simulations are carried out with 2,000 samples under following conditions: The number of CRSN node \( M = 6 \), and these nodes are randomly located in a 100m×100m square area. The LU’s signal is TV signal as in with 6 MHz bandwidth, the local sensing time is 25 ms, and the identical number of samples \( W \) is 300. The sensing performance of the proposed scheme is compared with the sensing performances of the fuzzy logic based scheme [13] and the simple cooperative based scheme [12].

Firstly, the simulation was carried out under condition that the SNRS of LU’s signal at nodes are -15, -14, -13, -12, -11 and -14dB, respectively. Under such condition, the ROC curves of proposed scheme and comparison schemes are illustrated in Fig. (4). Fig. (4) shows that our scheme’s performance is degradation as \( a \) increases. Compared with the fuzzy logic based scheme, our scheme has a similar accuracy when \( a = 0.2 \). When \( a = 0.6 \), compared with the cooperative scheme, our scheme has a similar accuracy.

Secondly, our proposed scheme has been experienced under the condition that the SNRS of LU’s signal at nodes are -16, -14, -12, -8, -6 and -4dB, respectively. Under such condition, the error probability \( P_e \) of our proposed scheme and comparison schemes is depicted on Fig. (5). For our proposed scheme, it can be seen that compared with the fuzzy logic based scheme, our scheme has a similar accuracy when \( a = 0.2 \), but our scheme’s error probability \( P_e \) is smaller than the fuzzy logic scheme, when \( \text{SNR} < -8 \text{dB} \).

And we can see that \( P_e \) increase as \( a \) increases on Fig. (5).

Thirdly, our proposed scheme reduces the number of nodes in reporting and saves the energy of the CRSN nodes. In Fig. (6), when \( a \) is increase, the number of reporting nodes will decrease. As seen in Fig. (6), when \( a = 0.2 \), our proposed scheme only requires 60% of nodes to transmit their local decision to the fusion center. However, the optimal spectrum sensing scheme needs all nodes report their local decisions to the fusion center. When \( a = 0.5 \), our proposed scheme only requires 20% of the number of nodes to report their local decision to the fusion center. It means that the proposed scheme can save the local decision to the fusion center in comparison with the conventional approach.

CONCLUSION

In this paper, a cooperative censoring spectrum sensing using the dependent function of extension theory for CRSN is proposed. A simple extension theory system is proposed to make the decision at each CRSN. Analysis and simulations show that the proposed scheme outperforms the cooperative scheme, and the proposed scheme keep the merits of the fuzzy logic scheme that reduce the number of nodes reporting
its local decision to the fusion center and save the energy of the CRSN nodes. When signal noise ratio of LU’s signal at nodes is relatively small, the proposed scheme improves the detection probability effectively compared with the fuzzy logic scheme. For future work, more depth research will be done to satisfy the practical need.
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