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Abstract: Acoustic or perceptual cues used for speech perception can be very helpful in almost all areas of speech signal 
processing. A new methodology 3-Dimensional-Deep Search and a new visualized intelligible time-frequency computer-
based model AI-gram have been developed and are being researched since the last several years (Human Speech Recogni-
tion (HSR) research group at the University of Illinois Urbana-Champaign) for isolation of stable perceptual cues of con-
sonants. The perceptual cues of nasal consonants [1] have been successfully found considering these techniques [1]. The 
previous work is extended by assessing the changes in nasal sound perception and cue region is modified by using digital 
signal processing method. The amplitude of the perceptual cue region is amplified, attenuated or ignored completely and 
then the perception score is measured. A high correlation between the amplitude of the cue region and the perception 
score is found. The intelligibility of the entire token is increased or decreased approximately in a similar fashion as the cue 
region modified amplitude which is measured by the MMSE shift of the perceptual score curve. This validates that the re-
gions identified are perceptual cue regions for nasal consonants. The digital signal processing method proposed can be 
used as a new approach  for enhancing speech signal in noisy conditions. 
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1. INTRODUCTION 

The cochlea is a nonlinear spectrum analyzer. Once a 
speech sound reaches the cochlea, it is represented by time 
varying energy patterns across the basilar membrane (BM). 
However, only a small subset of the patterns called perceptu-
al cues contribute to speech recognition. Identification of 
perceptual cues can be very helpful in almost all areas of 
speech signal processing. A psychoacoustic method named 
the 3-Dimensional-Deep Search (3DDS) [2] has been devel-
oped for obtaining real human speech acoustic cues of con-
sonants in the past five years by the Human Speech Recogni-
tion (HSR) research group at the University of Illinois Urba-
na-Champaign.. It combined three independent psychoacous-
tic experiments with human natural speech as stimuli and 
paired with a new computer-based time-frequency model, 
the AI-gram [3-5], which simulates human auditory periph-
eral processing and predicts the audibility of speech with 
introduction of masking noise by showing the audible parts 
on a time-frequency graph. Its name AI-gram has been de-
rived from the well-known speech Articulation Index (AI), 
developed by Fletcher [6]. The block diagram for AI-gram is 
shown in Fig. (1). 

The objective of 3DDS method is to measure the signifi-
cance of speech subcomponents on perception in three 
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dimensions: time, frequency, and intensity as shown in Fig. 
(2). The various parts of a speech sound along the three axes 
are systematically removed; truncated in time; high-/low-
pass filtered in frequency; or masked with white noise. The 
effect of the removed component due to the change in the 
respective recognition score is assessed. Finally, the acoustic 
(or perceptual) cue of stop consonants [2], fricative conso-
nants [7] and nasal consonants [1] are successfully located 
by 3DDS technique. 

The acoustic cue of nasal consonant /m/ lying in the on-
set of the F2 formant region in the previous research ranges 
between 0.35 and 1.2 kHz as highlighted by the red rectangle 
in the AI-gram in Fig. (3A) and the acoustic cue of /n/ lying 
in an F2 transition region around 1.5 kHz is also highlighted 
by the red rectangle in the AI-gram in Fig. (3B). The re-
search presented here is an attempt to extend the previous 
work to explore the effect of changing cue strength on the 
perception of the sound. For plosive consonants, similar re-
search has been carried out by Allen and Li (2009) [8]; Li 
and Allen (2011) [9]; Li et al. (2010) [2]; Régnier and Allen 
(2008) [3]. 

2. METHODS 

A. Speech Stimuli 

Natural speech tokens are obtained from the University 
of Pennsylvania Linguistic Data Consortium “Articulation 
Index Corpus” (LDC2005S22). More details for this corpus 
can be found in a study by Li et al. [2]. These tokens include 
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/ma/ and /na/ CV syllables spoken by eight different talkers, 
half male and half female; and /pa, ba, fa, da, ka, sa, va, ga, 
za/ CV syllables spoken by six different talkers, half male 
and half female. For controlling variability, the /ma, na/ to-
kens are exactly the same as used in previous experiments. 
The other nine CV syllables are added in order to prevent the 
subjects from deducing the experimental subset. All speech 
stimuli are sampled at 16 kHz with 16 bit analog to digital 
converter. 

B. Modification to Stimuli 

The cue region of each token is first identified by 3DDS 
technique as listed in Table 1. Each cue region is defined by 
the starting time point (tstart), duration (∆t), lower frequency 
boundary (Flo) and upper frequency boundary (Fhi). Then 
these regions are modified by amplification, attenuation and 
complete removal. 

 
Fig. (1). Block diagram for how an AI-gram is computed (modified according to Li et al., 2010). 

 

 

Fig. (2). The 3DDS method for acoustic cue identification [7]. 

 

 
(A)               (B) 

Fig. (3). Perceptual cue of the nasal consonants /m/ (A) and /n/ (B). 
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All the cue regions listed in Table 1 are modified. To 
achieve this, the original speech signal is transformed from 
time domain into frequency domain by using short-time Fou-
rier transform (STFT) as represented in equation (1):  
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Where s[n] represents the original speech, w[n] is a Kaiser 
window with a −91 dB sidebands attenuation, which means 
that first side lobe is 91 dB smaller than the main lobe. The 
length of each overlapping frame is 20-ms with 5-ms con-
taining R new samples. This can be deduced from equation 
(1) that the original speech signal is time-reversed and then 
shifted to Kaiser window with a step of 5-ms new samples. 

The coefficients of STFT X[m, k] in time-frequency do-
main are calculated prior and then the cue regions are? (AU-
THOR: Some information is missing here) 

After multiplying this gain matrix, the modified speech 
spectrum is obtained as follows: 

[ ] [ ] [ ], , ,Y m k X m k M m k= ⋅  (2) 

The modified signal in time-frequency domain is con-
verted back to the time domain by using an inverse Fourier 
transform: 
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The Overlap Add (OLA) synthesis [10] is applied at the 
end and the resultant modified speech signal y[n] is repre-
sented as:  
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C. Noise Conditions  

After modification, white noise is added to both the un-
modified and modified speech stimuli at seven different 
SNRs: -18, -15, -12,-6, 0, 6, and 12 dB. The SNRs are based 
on the unmodified speech stimuli, so the same noise added to 
original speech stimuli is added to all the other modified 
speech stimuli. Examples of the AI-gram after modification 
and noise addition are shown in Figs. (4 and 5).  

D. Procedure 

Stimuli are diotically presented to subjects via Senn-
heisser HD 280 Pro headphones ranging between 75 and 80 
dB sound pressure level. Sound pressure level is calibrated at 
1 kHz tone using Radioshack sound pressure level meter. 
The experiments are conducted in a sound-proof booth and 
silence is also ensured outside the booth to proceed experi-
ments without causing any interruption. The total number of 
tokens is 826 (2 nasal consonants × 8 talkers × 7 SNRs × 4 
conditions + 9 other consonants × 6 talkers × 7 SNRs = 826 
tokens). Each token is only presented once in a random fash-
ion. A GUI interface using MATLAB is developed to dis-
play 13 options for the subjects to choose from. These op-
tions include two nasal consonants /m, n/, the nine other con-
sonants/p, b, f, d, k, s, v, g, z/, and two additional options, 
“Noise Only” and “Others”. After listening to the sound 
stimuli, the subjects respond by clicking one of the 13 but-
tons labeled with one of these 13 options. There is also a 
repeat button for the subjects to listen each token up to 3 
times before responding. 

A mandatory practice session is held before each experi-
mental session. In the practice session, after subjects respond 
to the stimuli, the correct sound appears on the GUI interface. 
If the subject answers correctly, the sound would be removed 
from the play list; otherwise it would be put back to the list 
randomly, until they can correctly recognize it. In the exper-
imental session, no feedback is considered for avoiding 
learning effects. 

E. Subjects 

The study  had been carried out on 20 participants pri-
marily undergraduate students with normal sense of hearing. 
All of them were under 40 and self-reported, having no hear-
ing disorder. A pilot test showed that under 12dB SNR, all 
participants correctly recognized the two nasals /m/ and /n/. 
Remuneration  has also been provided for participation. 

RESULTS AND ANALYSIS 

The experiment data is first recorded in the form of con-
fusion patterns, which means the proportion of all responses 
for a particular token is a function of SNR [11]. Then the  
 

  

Table 1. Information on each sound. 
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Fig. (4). AI-gram of the unmodified (A), cue-amplified (B), cue-attenuated (C), and cue-removed token m102ma. 

 

Fig. (5). AI-gram of the unmodified (A), cue-amplified (B), cue-attenuated (C), and cue-removed token f113na.modified by multiplying the 
corresponding coefficients with a two-dimensional gain matrix. Specifically, the gain of cue removal is -∞  dB corresponding to 0, the gain 
of cue attenuation is -6 dB corresponding to 1/2, and the gain of cue amplification/enhancement is + 6 dB corresponding to 2. 
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Fig. (6). Comparison of recognition scores of the original and the three modifications (cue-amplified, cue attenuated and cue-removed) of 
sounds m102ma and f113na.  
 

recognition score, or perceptual score (i.e. the correct percep-
tual probabilities) for each token Pc and the error rate Pe are 
calculated. Again, both Pc and Pe vary as a function of SNR. 
For easier observation and comparison of recognition scores 
across the modified and original sounds for each token, these 
are shown as a line plot. In Fig. (6), the line plots for token 
m102ma and f113na are plotted. It is evident from the plot 
that the curves of the modified tokens are shifted compared 
to the corresponding curve of the original unmodified token. 
In fact, the effectiveness of the modification is indicated by 
the amount of shift. The cue-amplified token always shifts to 
the left along the axis of SNR as compared to the perceptual 
score curve of the original token. This means that the sound 
becomes more robust and can be recognized at lower SNR 
for getting the same perceptual score as the corresponding 
original token. Conversely, the perceptual score curve of 
cue-attenuated token shifts to the right, indicating that for 
getting the same perceptual score, the listeners need to hear it 
under higher SNR than the original token. The curve of cue-
removed token has lowest performance as expected. In this  
 

case, almost all listeners cannot correctly recognize cue-
removed token at any of the SNRs. The standard deviation 
bars at each data point are calculated assuming that experi-
ment procedure behaves as Bernoulli trials, where the token 
is recognized either correctly or incorrectly by different lis-
teners. So the standard deviation, where N is the number of 
responses for each token at each SNR and is also equal to the 
number of listeners. 

For quantitative evaluation of the effectiveness of the 
modification, for each of the cue-amplified, cue-attenuated 
and original token, their recognition scores are assigned to a 
sigmoid function. It has been shown that the sigmoid reason-
ably estimates the average Pc for CVs [12]. More specifical-
ly,as illustrated in Fig. (7), for each token, first the error rate 
is assigned under each SNR, denoted as Pe(SNR), to the sig-
moid function: 
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Here ec is the probability of error at chance, which is the 
error rate by guessing randomly from the candidate CV 
choices. In this case, ec = 10/11 as there are 11 CV choices. λ 
and SNR0 are the two parameters to be determined. λ is the 
scaling factor ranging between 1 and 0. SNR0 is the speech 
recognition threshold at which 50% of the speech can be 
correctly recognized. Then the curve is generated for the 
correct perceptual probability under each SNR: Pc(SNR) = 1-
Pe(SNR). The sigmoid fits for the two example tokens with 

the original and three modified versions are shown in Fig. 
(8).  

To estimate the overall lateral shift for the modified to-
ken, the minimum mean square error (MMSE) calculation is 
used. Each modified sigmoid is shifted with step size of 0.01, 
until the mean squared difference between the shifted and the 
unmodified sigmoid is minimized (Fig. 9). The ∆SNR esti-
mated for each token is listed in Table 1. 

 

Fig. (7). Regression analysis of recognition score for the unmodified token f113na. 

 

 
Fig. (8). Comparison of sigmoid fits for modified and original sound, using token m102ma and f113na as examples. 
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The results indicate that these cue regions are in fact im-
portant regions for perception of nasal consonants. There is 
obvious shift in the perceptual score curve for both the types 
of modifications in each of the tokens as shown in Figs. (6 
and 8). From -6 dB to -18 dB, there is also almost no overlap 
in the standard deviation bars indicating the three curves for 
the cue-amplified, the original and the cue attenuated sound 
having almost no overlap in their distribution. This result 
demonstrates that the modification in these small regions 
alone can significantly change the perceptual score. 

Second, these cue regions could be carrying the majority 
of perceptual information. As shown in Figs. (10 and 11), 29 
out of the total 32 tokens (2 nasal × 2 modification types 
(amplified and attenuated) × 8 talkers) showed more than 4 
dB lateral shift, while only 3 tokens (f103ma,  
 

 

f112na, f101na) demonstrated absolute shifts less than 4 dB. 
The average SNR shift of amplified version for /m/ and /n/ in 
dB is -6.09 and -5.34, with standard deviation of 1.71 and 
0.89 respectively; the average SNR shift of attenuated ver-
sion for /m/ and /n/ in dB is 6.30 and 5.08, with standard 
deviation of 0.94 and 1.14 respectively (Table 2). These data 
demonstrate that modifying a small cue region shifts the en-
tire original curve by around 6 dB. This number is very close 
to the actual amount of cue amplification/ attenuation. Thus, 
the magnitude of the MMSE shift of the original curve in dB 
(i.e. the magnitude of the relative SNR change compared to 
the original sound) is very similar to the magnitude of the 
cue amplitude modification. In other words, an increase of 6 
dB in the cue region alone has the same effect as an increase 
of 6 dB in SNR for the whole token, while a decrease of 6  
 
 

 

Fig. (9). Calculation of the sigmoid shift for token f113na. 

 

 
Fig. (10). Histogram of the SNR shift for all cue-amplified and cue-attenuated curves. 
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dB in the cue region alone has the same effect as a decrease 
of 6 dB in SNR for the whole token. Together with the fact 
that completely removes the cue region results in almost 0 
perceptual score even at 18 dB SNR (dashed line, Figs. (6 
and 8), it is indicated that the region modified contains key 
perceptual component – the perceptual cue. 

 
Table 2. Mean and standard deviation of perceptual curve shift 

for cue-amplified and cue-attenuated nasal sounds. 

 
Thus, these results validate speech cues identified previ-

ously for the two nasals. 

CONCLUSION 

In this study, firstly, the amplitude modification of the 
perceptual cue region of the nasal consonants located by the 
3DDS method  has been carried out. Secondly, the percep-
tion score of three versions of cue modification (amplifica-
tion, attenuation, and removal) has been measured. The re-
sults depicted high correlation between the amplitude of the 
modified cue region and the recognition score. More specifi-
cally, when the region was amplified, the recognition score 
increased correspondingly; when the amplitude of the region 
attenuated, the recognition score decreased accordingly; 
when the region was removed, the token could not be recog-
nized even under very high SNR. Furthermore, results show 
that the intelligibility of the entire token, as represented by 
the perceptual score curve as a function of SNR, is increased 
and decreased approximately in a similar magnitude as the 
cue amplitude modification, based on the MMSE shift 
measures. This result provided new supporting evidence for 

the conclusion of previous research on nasal perceptual cue, 
that the perceptual cue of /ma/ is the onset of the F2 formant 
region between 0.35 and 1.2 kHz ; and that the perceptual 
cue of /na/ is an F2 transition region around 1.5 kHz. It can 
also be used as the proof that normal hearing listeners recog-
nize consonants depending on these perceptual cues under a 
wide range of SNRs. The digital signal processing method 
proposed here can be used as a new way of enhancing speech 
signal for noisy environments. 
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