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Abstract: Equipment maintenance is one of the core tasks in power system operations. The premise and foundation for 
maintenance is to establish a power equipment maintenance model, which should reflect all equipment states accurately 
including operation, inspection and maintenance. On the basis of the analysis of the traditional state diagram probability 
model, an improvement is put forward to revise the model for keeping in line with the actual operation and maintenance 
situation of power equipment. The effectiveness and practicability of the improved model are validated perfectly by com-
paring the result of the improved model with the traditional model. 
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1. INTRODUCTION 

Components of power equipment may lead to aging and 
other malfunction problems after running for a long time. 
The purpose of maintenance is to find and fix the compo-
nents with hidden faults, and to delay or postpone equip-
ment’s aging process, so that equipment failure can be min-
imized. Successful maintenance can improve the equipment 
condition, extend its working life and enhance the availabil-
ity of the equipment.  

During the service life of the power equipment, its per-
formance can be effected by various factors. It is difficult to 
quantify the influence of maintenance on the equipment’s 
life and its reliability by mathematical model [1-4]. If the 
influence is quantified by taking a deterministic model to 
make qualitative analysis, the results are often prone to error. 
Therefore, many researchers have adopted the probability 
model to simulate the equipment aging process [5-9]. In this 
paper, an improved state diagram is applied to show the ag-
ing process probability model of power equipment. Thus, the 
relationship between the aging process and multiple states of 
the system can be represented accurately. 

2. TRADITIONAL STATE DIAGRAM PROBABILITY 
MODEL 

In the aging process, both natural aging and random fac-
tors can lead to equipment’s malfunctions. Random failures 
cannot be prevented effectively. It can be deemed as state 
transition from normal working state to a random failure state. 
Random failure probability is roughly constant and is inde-
pendent of current state of the equipment.  
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The state diagram model is used usually to represent the 
system aging, inspection and maintenance state. The natural 
aging process of equipment is composed of several continu-
ously varying states. The transfer process and relations be-
tween each state are shown in Fig. (1). Equipment in serious 
state (

  
S

3
) would change into fault state ( F ), when it had no 

timely maintenance. If the equipment fails, corrective 
maintenance can restore it back to its original state. In addi-
tion, the equipment in any state can be restored back to the 
better state when planned maintenance is implemented ac-
cording to relevant strategies. 

If random failure is not considered, it is assumed that 
maintenance can restore the equipment back to a previous 
state of the aging process. The transfer process and relations 
between each state are shown in Fig. (1). 

In Fig. (1), the aging process of equipment is represented 
in three separate states, which are 

  
S

1
~

  
S

3
 respectively. If 

there is no repair after the last aging state, the equipment will 
be in a failed state which is represented by F . After failed 
state, the system can be restored to state 1S  through equip-

ment replacement or repair. 
  
M

1
~

  
M

3
 represent that the 

equipment is in its maintenance state. 

In the process of equipment aging, there are not only aging 
and failed states, but also checking state, maintenance state and 
decision-making, etc. Most of the maintenance decisions are 
made on the basis of equipment state inspection. Therefore, it is 
necessary to add the inspection states I1, I2 and I3 into the model 
to represent state inspections, which are shown in Fig. (2). 

In Fig. (2), 
 
!

1
~

 
!

3
 represent the transition probability be-

tween the aging states. 
 
!

1
~

 
!

3
 represent the inspection proba-

bility of the equipment under different aging statuses. 
 
!

1
~

 
!

3
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represent the maintenance probability after checking. 
 
µ

2
 and 

 
µ

3
 represent the probability that equipment will achieve the 

maintenance effect after maintenance; and 
 
µ

F
 represents the 

repair rate that equipment changes from the fault state  F  to 
state 

  
S

1
. 

3. IMPROVEMENTS IN THE STATE DIAGRAM 
PROBABILITY MODEL 

3.1. Cognizance of Equipment State 

Traditional probability model of state diagram describes 
the basic equipment states in aging process. It can reflect the 
aging process of equipment and the relationship between 
aging, inspection and maintenance. However, the model 
doesn’t completely show all the situations, and cannot be 
used by the maintenance staff in their work. Especially, the 
cognizance of equipment’s current state is lacked during 
maintenance operation. 

In the traditional state diagram model, the inspection fre-
quency is 

 
!

2
, if the equipment is in the state

  
S

2
. That is to say, 

the current state of the equipment is considered to be as known,  
 

 

even if the state inspection has not been taken. In reality when 
the equipment state turns from 

  
S

1
 to

  
S

2
, the maintenance staff 

can’t know until inspection. Therefore, the inspection frequen-
cy is still

 
!

1
 and cannot be set to

 
!

2
. If the equipment enters 

into state 
  
S

2
 after maintenance state

  
M

3
, the maintenance staff 

can know that the current state is 
  
S

2
, thus the inspection fre-

quency changes to 2γ . 

Therefore, the state graph model can be improved to repre-
sent an actual situation as shown in Fig. (3). 

In Fig. (3), the degradation states 
  
!S
2

 and 
  
!!S
2

 represent 

state 
  
S

2
 in the traditional state diagram model; 

  
!S
3

 and 
  
!!S
3

 

represent state 
  
S

3
 in the same way. If the system is in the 

state
  
S

1
, 
  
!S
2

 or
  
!S
3

, maintenance staff will not know that the 
equipment has taken state transition without a state inspec-
tion. The staff will treat the equipment as it is in state 1S . 

Therefore, the inspection frequency should still be kept at 1γ .  

Suppose the equipment is in the state 3S ′ , maintenance 

staff will make its inspection with frequency 1γ . Only if they  
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Fig. (1). Equipment aging state diagram model including maintenance. 
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Fig. (2). Equipment aging state diagram model including maintenance and inspection. 
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decide to perform maintenance 
  
M

3
 and convert the equip-

ment to a new degradation state
  
!!S
2

, they would know clearly 
the current state of the equipment and then the inspection 
frequency would change to

 
!

2
. 

3.2. Maintenance Decision and Effect 

There is an assumption in Fig. (3), that the maintenance 
must be taken after inspection states 

  
I

2
 and

  
I

3
. Both 

maintenances 
  
M

2
 and 

  
M

3
 have the same effect, and the 

equipment must return to the previous state in accordance 
with the corresponding transformation probability. But 
maintenance staff should make different maintenance deci-
sions according to the inspection and assessment results ac-
quired from the actual work. The decisions might be to keep 
in operation minor repairs or overhauls. Maintenance deci-

sion will lead to several different results with regards to 
probability distribution.  

Because the states 
  
!S
2

 and 
  
!!S
2

 belong to the mild aging 

state, the maintenance decision will be the minor repair
  
M

2
. 

And the states 
  
!S
3

 and 
  
!!S
3

 belong to the severe aging state, 

so the maintenance decision might be minor repair 
  
M

3
 or 

major repair
  
MM

3
. Minor repairs and major repairs have 

different costs and effects. The improved state graph proba-
bility model considering the maintenance decision and effect 
is shown in Fig. (4). 

Based on the analysis results mentioned above, the im-
proved model can describe equipment aging process accu-
rately. And it is convenient to obtain analytical solution if 
the semi-Markov process is used in reliability analysis. 
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Fig. (3). State diagram probability model considering cognizance. 
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Fig. (4). State diagram probability model considering maintenance decision and effect. 
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4. SEMI-MARKOV PROCESS AND ITS APPLICA-
TION TO THE IMPROVED STATE DIAGRAM 
PROBABILITY MODEL 

4.1. Semi-Markov Process 

Electric powered equipment aging is a random process. 
The equipment running states are transferred between differ-
ent states according to a certain probability distribution. The 
state of equipment is uncertain in the future. The aging pro-
cess can be described by the Markov process and the semi-
Markov process [10-13]. 

If the state transition of the system has a constant fre-
quency, then the future development of the system would not 
only be related to the current state but will also be related to 
the past process, and the duration of each state, which would 
be according to the exponential distribution. That process of 
state transition can be regarded as a Markov process.  

By using the non-aftereffect property, Markov process is 
suitable for describing the equipment’s aging process. 
Through the mathematical property of Markov process, the 
reliability index of equipment can be calculated, such as the 
steady state probability of the equipment in each state, the 
frequency of the state and the duration of each state. Accord-
ing to the Markov process, the state transition of system is 
not only related to the current state but also to its past states, 
so decision makers can make decisions on the basis of the 
current state information. 

Using semi-Markov to describe the state expression and 
transition of the power transmission and transformation equip-
ment is an improved application of Markov process. Semi-
Markov process considers more parameters than Markov pro-
cess, such as the average residence time of the equipment in 
each state. Thus, semi-Markov process can be applied in a sys-
tem which has multiple states and considers the duration of 
each state. Markov process simplifies the analysis of model and 
ignores the different duration of the states and only considers 
the state transitions between the states. In practice, using semi-
Markov process is closer to an actual situation. 

4.2. Calculation of Semi-Markov Process 

A. State Stationary Probability 

In the Markov process model, the limit state of system 
transferred from one state by multiple steps is called the 
steady state. The steady state probability is a constant, and is 
not related to the initial state. If the system is in a steady 
state, the system state probability will maintain stability. 

 

Linear differential equations for the Markov process is 

  

d

dt
p(t) = p(t)A

 
(1) 

 

   

A =

!
11

!
12
! !

1n

!
21

!
22
! !

2n

" " " "

!
n1

!
n2
! !

nn

"

#

$
$
$
$
$

%

&

'
'
'
'
'

 

(2) 

In formula (2), 
 
!

ij
 represents the state transition probabil-

ity. 
For solving the steady state probability, another equation 

is required to establish the following linear algebraic equa-
tions: 

  

PA = 0

P
i
= 1!

"
#
$

%$  
(3) 

The steady state probability calculated from the above 
equations can be used to solve other reliability indices. 

B. Frequency and Average Duration 

If the system is stable, the average number stays in one 
state per unit time. This is known as the access frequency 
in the state. The access frequency and the average duration 
are important indices for reliability analysis. For the 
two indices solution, the frequency and duration method [14] 
should be used to represent the relationships between the 
state probability, access frequency and the duration of 
the state. In order to determine the relationships, the time of 
system in and out of the state should be calculated. 

A two state process system is established, as shown in 
Fig. (5). 

 
T

ci
= T

i
+ !T

i  (4) 

In formula (4), 
 
T

i
 and 

 
!T

i
represent the average time in 

and out of state i , and 
 
T

ci
 is the average cycle time. 

By definition, access frequency is equal to the reciprocal 
of the average cycle time. 

  

f
i
=

1

T
ci  

(5) 

With both sides of the formula (5) multiplied by iT : 

 

f
i
T

i
=

T
i

T
ci  

(6) 

So, the state probability of i  is: 

 

T
i

T
ci

= p
i

 
(7) 

 

i
All other 

states 
except i

 
Fig. (5). Two state process system. 
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Then, 

  

f
i
=

1

T
ci

=
T

i

T
ci

!
1

T
i

=
p

i

T
i  

(8) 

The transfer frequency
 
f

ij
 refers to the expectation times 

of system transferred from state  i  to 
 
j  directly 

per unit time. 

   

f
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1
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1

!t
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%
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1
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'
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p

i

 
(9) 

Also, the access frequency of state i  amounts to the sum 
of all transfer frequency from state i to the other state. 

 

f
i
= f

ij
i! j

"
 

(10) 

Put the formula (10) into the formula (9), 

 

f
i
= f

ij
i! j

" = p
i

#
ij

j!i

" = p
j
#
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j!i

"
 

(11) 

When the system is stable, the transfer frequency into 
and out of state i  is equal. It is the frequency equilibrium. 

Then, the average duration of state  i  is, 

  

T
i
=

p
i

f
i

=
1

!
ij

i" j

#  (12) 

The formula (12) means that the average duration of a 
given state is equivalent to the reciprocal of the sum of each 
probability that the state is transferred into. 

5. SIMULATION AND RESULT ANALYSIS 

A classical case is selected to calculate the steady state 
probability of the circuit breaker, the average duration and 
the access frequency of each state. The calculation results are 
compared, which is based on the traditional state diagram 
probability model, the improved model and Monte Carlo 
simulation respectively. 

Monte Carlo simulation is a mathematical method to cal-
culate the distribution characteristics of the time series by 
setting random process, generating time series repeatedly, 
and then calculating parameter estimator and statistics num-
ber.  

In reliability analysis and design, Monte Carlo simulation 
can determine the probability distribution and digital charac-
teristics of complicated random variables. Its advantage is 
that the prediction accuracy is gradually increased along with 
the increase of simulation number. And its disadvantage is 
that it spends a lot of time to generate the time sequence. If 
the case [9] is simplified, it can get high accuracy results 
while calculating with Monte Carlo simulation and the result 
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By formula (3) , 
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is adaptive enough to be the basic value of comparison be-
tween the traditional state diagram probability model and the 
improved model. 

The state transition probabilities are as listed in Table 1.  

Suppose the state probabilities of 
  
S

1
, 
  
!S
2

, 
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2

, 
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3

, 
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 F , 
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M
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I

3
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M

3
, 
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3
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P
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, 
  
P

4
, 
  
P
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P

6
, 
  
P

7
, 
  
P

8
, 
  
P

9
,
  
P

10
, 
  
P

11
 respectively. 

The state transition matrix is,  
Substituting the data in Table 1, the reliability indices ac-

quired through three methods are shown in Table 2, Table 3 
and Table 4 respectively. 

It can be seen that compared with the traditional state di-
agram probability model, the improved model has closer 
results to the Monte Carlo simulation. The improved state 
diagram probability model is more practical to be applied to  
  

Table 1. Value of state transition probability. 

Transition Probability 
Value 

(1/year) 
Transition Probability 

Value 

(1/year) 

 
!

1
 0.33 

 
µ

21
 330 

 
!
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 0.29 

 
µ

22
 10 

 
!
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 0.5 

 
µ

23
 10 

 
!

1
 0.5 

 
µ

24
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!
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 1 

 
µ

31
 340 

 
!
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 1 

 
µ

32
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 360 

 
µ

33
 10 
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 360 

 
!µ
31
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!

3
 180 

 
!µ
32

 170 

 
!"
3

 180 
 
!µ
33

 10 

 
µ

F
 12 

 
!µ
34
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Table 2. State stationary probability. 

State Traditional Probability Model Improved Probability Model Monte Carlo Simulation 

  
S

1
 0.7331 0.6207 0.6171 

  
!S
2

 0.2153 0.2593 0.2964 

  
!!S
2

 - 0.0293 0.0209 

  
!S
3

 0.0547 0.0752 0.0751 

  
!!S
3

 - 0.0095 0.0091 

 F  0.0064 0.0040 0.0033 

  
I

1
 0.0011 0.0009 0.0008 

  
I

2
 0.0006 0.0004 0.0004 

  
M

2
 0.0006 0.0004 0.0004 

  
I

3
 0.0001 0.0001 0.0001 

  
M

3
 0.0002 0.0001 0.0001 

  
MM

3
 - 0.0001 0.0001 
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Table 3. Access frequency. 

State Traditional Probability Model Improved Probability Model Monte Carlo Simulation 

  
S

1
 0.5763 0.5152 0.5140 

  
!S
2

 0.1937 0.2048 0.2051 

  
!!S
2

 - 0.0378 0.0381 

  
!S
3

 0.0615 0.0752 0.0757 

  
!!S
3

 - 0.0143 0.0142 

 F  0.0213 0.0480 0.0410 

  
I

1
 0.3547 0.3240 0.3089 

  
I

2
 0.2204 0.1440 0.1663 

  
M

2
 0.2204 0.1440 0.1663 

  
I

3
 0.0426 0.0360 0.0377 

  
M

3
 0.0426 0.0360 0.0377 

  
MM

3
 - 0.0360 0.0377 

 
Table 4. Average duration. 

State Traditional Probability Model Improved Probability Model Monte Carlo Simulation 

  
S

1
 1.2072 1.2048 1.200 

  
!S
2

 0.8437 1.2658 1.185 

  
!!S
2

 - 0.7752 0.754 

  
!S
3

 0.6569 1.0051 0.958 

  
!!S
3

 - 0.6667 0.633 

 F  0.0833 0.0833 0.083 

  
I

1
 0.0028 0.0028 0.003 

  
I

2
 0.0028 0.0028 0.003 

  
M

2
 0.0028 0.0028 0.003 

  
I

3
 0.0028 0.0028 0.003 

  
M

3
 0.0028 0.0028 0.003 

  
MM

3
 - 0.0028 0.003 

 

simulate the aging and maintenance process of circuit break-
er. The validity of the improved model is proved. 

CONCLUSION 

Maintenance is one of the important tasks of power 
equipment management. The premise of making mainte-
nance strategy is to have a clear understanding of the aging 
process and to forecast the maintenance effect and the future 

operation of the equipment accurately. Modeling the aging 
and maintenance process with state diagram probability 
model is in accordance with the laws and characteristics of 
equipment aging. By analyzing the traditional state diagram 
probability model and amending the unconformities to the 
actual maintenance, the improved state diagram probability 
model is more reasonable to represent the selection of the 
state monitoring frequency in practice. The improved model 
is closer to the actual situation. As a result the need of elec-
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trical equipment maintenance task can be satisfactorily ful-
filled. 
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