Evaluation of Geographic Information Systems-Based Spatial Interpolation Methods Using Ohio Indoor Radon Data
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Abstract: This paper evaluates the performance of six different Geographic Information System based interpolation methods: inverse distance weighting (IDW), radial basis function (RBF), global polynomial interpolation, local polynomial interpolation, kriging, and cokriging, using the Ohio homes database developed between 1987 and 2011. The best performing interpolation method to be used in the prediction of radon gas concentrations in the unmeasured areas of Ohio, USA was determined by validating the model predictions with operational performance measures. Additionally, this study performed a zip code level-based analysis that provided a complete picture of the radon gas concentration distribution in Ohio.

The RBF method was identified to be the best performing method. While the RBF method performed significantly better than the IDW, it was statistically similar to the other interpolation methods. The RBF predicted radon gas concentration results indicated a significant increase in the number of zip codes that exceeded the United States Environmental Protection Agency and the World Health Organization action limits, thereby, indicating the need to mitigate the Ohio radon gas concentrations to safe levels in order to reduce the health effects. The approach demonstrated in this paper can be applied to other radon-affected areas around the world.
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1. INTRODUCTION

Radon (222Rn) gas is a naturally occurring radioactive gas (properties: colorless, odorless, and chemically inert), formed from radium (226Ra), by the decay of uranium (238U) in geological materials. ‘Radon gas drifts upward through the ground to the surface of the soil and flows into the outdoor air or seeps into the buildings through the foundation cracks and other openings’ [1]. While the geological factors primarily control the indoor radon gas levels, the physical characteristics of the houses (penetration factor, air exchange rate, depressurization effect) were observed to be important in the areas where there are no known or significant geological sources of radon [2]. Radon gas concentrations in homes can easily be monitored using devices such as the charcoal canister, the alpha track detector, the positive barrier, the electrostatic radon monitor, the scintillation counter, the ionization chamber, etc. The radon gas concentrations are generally expressed in alpha particles and the units for radon gas are “pico-curies per liter of air” (pCi/l). ‘The United States Environmental Protection Agency’s (USEPA’s) action level for public safety is 4 pCi/l, where in immediate measures must be taken to reduce the level to 2 pCi/l’ [3]. However, the World Health Organization designated the indoor radon gas concentration action limit to 2.7 pCi/l [4].

‘Radon gas exposure is the second major cause of lung cancer after cigarette smoking and accounts for 3 to 14% of the global lung cancer incidences’ [4]. The cancerous risk due to radon gas exposure poses a major challenge to environmentalists and healthcare professionals, considering that people spend 90% of their time indoors [5] and a majority of the radon-induced cancers incidences are a result of the prolonged exposure at lower to moderate radon gas concentrations [4]. It is practically not feasible to measure the radon gas concentrations in each and every house, and to mitigate the radon gas concentrations to safe limits, as it will be a time consuming task requiring large financial investments on a long-term basis. Under such circumstances, it is essential that one explores the available cost-effective alternatives that assist in determining the radon gas concentrations in unmeasured areas with a certain degree of confidence. Geographic Information Systems (GIS) based interpolation methods provide one such alternative, wherein a representative sample of the actual monitored radon gas concentrations for a designated area is adequate to generate a spatially interpolated surface of the radon gas concentrations that can be utilized in the prediction of radon gas concentrations in the unmeasured areas within the designated area.
GIS offers researchers a variety of spatial interpolation methods: the inverse distance weighting (IDW), the radial basis function (RBF), the global polynomial interpolation (GPI), the local polynomial interpolation (LPI), the kriging, and the cokriging. Several studies demonstrated the applicability of GIS interpolation methods in estimating air quality data [6-11]. There are only a limited number of studies that investigated the use of GIS interpolation methods in examining radon gas data [12-16]. All the aforementioned studies either used a single interpolation method or a combination of two to three interpolation methods in examining their respective datasets, complimented by validation of the results with only limited number of statistical indicators. None of the prior studies compared and evaluated the performance of all six GIS interpolation methods using the radon gas data with a comprehensive set of operational performance measures and this research study aims to fill that knowledge gap. The homes database from the Ohio Radon Information Systems (ORIS) was used in this study to predict the radon gas concentrations and the performance of the six GIS interpolation methods were validated using operational performance measures recommended by Kadiyala and Kumar [17]. The identification of the best interpolation method using operational performance measures can help in not only making accurate predictions of the radon gas concentrations in unmeasured areas in Ohio, but also enables Ohio public health officials in implementing different control strategies to reduce the health impact.

2. METHODOLOGY

2.1. Study Area and Database Development

The major sources of radon gas concentrations in the state of Ohio, USA are ‘Ohio shale’ and soil. Organic shale in Ohio is known to have elevated concentrations (10 ppm to 40 ppm) of uranium, five to 20 times the average levels in the earth’s crust’ [18, 19]. The USEPA estimates that radon gas exposure accounts for 900 (14%) cancer deaths per year in Ohio. The Air Pollution research group (APRG) of the Civil Engineering Department at the University of Toledo (UT) has been obtaining the data for radon gas concentration in homes in Ohio from various county health departments, commercial testing services, and university researchers since 1987. This enabled the APRG team at UT to compile the ORIS that included the homes database accumulated over 20 years. A detailed timeline of the development of the different components (homes, water, testers, and mitigation) of the ORIS and the corresponding statistics were discussed elsewhere [20].

Of the 1,862 zip codes in Ohio, radon gas concentrations were measured in 1,569 zip codes. Of the 1,569 zip codes, 861 zip codes had the number of radon gas concentration data points less than or equal to 20. This study adopted the use of 208,097 radon gas data points measured across the remaining 708 zip codes in Ohio, with each zip code having more than 20 measured radon gas concentration data points to account for the ample representation in each measured zip code. None of the prior studies on interpolation schemes used such a huge database with ample representation for each zip code. As the radon gas data are heavily skewed towards higher concentrations, the geometric mean (GM) of radon gas concentration data was used to input as a point source datum. Of the 708 zip codes, 22 zip codes were not represented in the Ohio zip code shape file obtained from the ESRI website [21]. The resulting 686 zip codes were thus used as the point source data inputs for the GIS interpolation methods.

‘Uranium data for Ohio were extracted from the map published by Duval’ [22]. The distribution map of uranium concentrations in Ohio state sediments and soils is available online [23]. ‘A map of the Ohio’s zip code areas was drawn to the same scale and overlaid on the uranium map, which resulted in obtaining the corresponding uranium concentrations for respective zip code areas. Each line of the uranium data file contained a zip code number, followed by three coded numbers that were representative of the modal, the maximum, and the minimum uranium concentrations, respectively’ [15].

2.2. GIS Based Interpolation Methods

Of the six GIS based interpolation methods considered in this study, the IDW, the RBF, the GPI, and the LPI are referred as the deterministic interpolation methods, while the kriging and the cokriging are referred as the geostatistical interpolation methods. ‘The deterministic interpolation methods generate a surface from the measured data points based on the degree of similarity or smoothing, while the geostatistical methods generate a surface using the statistical properties of the measured data points after consideration of the spatial configuration of the measured data points around the prediction location’ [21]. Based on the data points used in generating a surface, one can further classify the deterministic interpolation methods as global and local interpolation methods. The global interpolation method uses all the measured sample data points in making the predictions, while the local interpolation method uses only a smaller sample of the measured data points from the neighborhood within a larger area. The GPI is categorized as the global interpolation method, while the IDW, the RBF, and the LPI are categorized as the local interpolation methods. Alternatively, one can also categorize the deterministic methods based on whether the surface generated passes through the monitored data points or not. When the surface passes through the measured points, the interpolation methods are referred as the exact interpolators and if not, they are referred as the inexact interpolators. The IDW and the RBF are the exact interpolators, while the GPI and the LPI are the inexact interpolators.

‘The IDW method works on the principle of influential weightage that varies directly with the closeness of the measured values to the prediction location, i.e., the points closest to the prediction location are provided more weightage and the weights reduce as a function of distance from the prediction location’ [21]. The RBF method is a special case of the splines that aims at fitting a surface through the measured sample data points with the minimum possible total curvature of surface. The GPI method fits a surface between the measured sample data points using a polynomial func-
tion. The LPI method also fits a surface between the measured sample data points using a polynomial function as is the case with the GPI method; the exception being that the LPI method fits multiple polynomials within the specified overlapping neighborhoods. The kriging method interpolates the value of a sample data point at a prediction location from the sample data point values at nearby measured locations. Kriging makes a prediction for an unknown value of a specific location using the fitted model obtained from quantification of the spatial data structure. The cokriging method interpolates the value of a sample data point at a prediction location from the observations of multivariable (two or more) data point values at nearby measured locations based on the auto-correlations and cross-correlations among the multivariable data. Additional details on the six interpolation methods inclusive of the mathematical expressions were documented elsewhere [21, 24].

2.3. Approach to Data Analysis

The Ohio zip code shape file obtained from the ESRI website consisted of 1,862 zip codes. The 686 zip codes (with radon gas concentration records greater than 20) were used as the input data to predict the radon gas concentrations in the remaining 1,176 zip codes of Ohio with the ArcGIS geostatistical analyst using the interpolation methods of the IDW, the RBF, the GPI, the LPI, the kriging, and the cokriging. The measured 686 zip codes were designated with the corresponding radon gas GM concentrations and zero values were assigned to the remaining 1,176 zip codes. The polygon features of the Ohio zip code shape file were then transformed into point features using the Data Management toolbox in ArcGIS. The point featured shape file was then divided into two: one shape file with 686 zip codes having radon gas GM concentration data and the second shape file with 1,176 zip codes having no radon gas GM concentration data. The Exploratory Spatial Data Analysis (ESDA) tools in the ArcGIS geostatistical analyst were used to assess the statistical properties of the radon gas GM data and to visualize the spatial distribution before generating the surfaces with the six interpolation methods. The Trend Analysis tool revealed the radon gas GM concentrations to be higher near Central Ohio and decreased towards the north and south directions.

The point shape file with 686 zip codes was divided to obtain 80% of the data that was used as training data for the generation of an output surface, and the remaining 20% data were used to validate the output surface by comparing the actual and predicted radon gas GM concentration values. The division of 686 zip codes into training (80%) and validation (20%) was based on the observation that the 80-20 combination provided the least root mean square error on performing the sensitivity analysis for the divisions of 90-10, 80-20, 70-30, and 60-40. Performance measures were then used to identify the best interpolation method on validating the actual and predicted radon gas GM concentration data values using the validation dataset and the identified best interpolation method generated surface was used to predict the radon gas GM concentrations in the remaining 1,176 Ohio zip codes.

2.4. Model Evaluation

Based on a comprehensive review of the literature on air quality model evaluation, Kadiyala and Kumar [17] enumerated a complete list of performance measures to validate indoor and atmospheric air quality models with emphasis on the modeling attributes of the extreme-end (i.e., peak-end/low-end) concentrations and the mid-range concentrations. ‘The statistical performance measures, namely, correlation (CORR), slope of the regression line (m), ratio of the intercept of regression line to the average observed concentrations (b/C0), normalized mean square error (NMSE), fractional bias (FB), fractional variance (FV), fraction of predictions within a factor of two of the observations (FA2), model comparison measure (MCM2), geometric mean bias (MG), geometric mean variance (VG), revised index of agreement (IOA), scatter plots, quantile-quantile (Q-Q) plots, and bootstrap 95% confidence interval estimates over NMSE, FB, CORR, VG, and MG were recommended to be used for mid-range indoor air quality (IAQ) model validation. The study also recommended a set of primary performance measures (spearman rank correlation coefficient (\( \rho \)), m, b/C0, FV, FA2, robust highest concentration ratio (RHCratio), MCM2, MG, VG, scatter plots, Q-Q plots, bootstrap 95% confidence interval estimates over MG and VG) and a set of secondary performance measures (IOA, accuracy of paired peaks (Ap)) for IAQ model validation, when the emphasis was on the peak-end concentrations. With the exception of RHCratio and Ap, all other performance measures recommended for the peak-end IAQ model validation were recommended to be used for the low-end IAQ model validation‘ [17]. Additional details on the criteria used for selection and ranking of the operational model performance measures, based on the attributes of extreme-end and mid-range IAQ modeling are provided elsewhere [17]. This study validated the performance of the six interpolation methods using the criteria established by Kadiyala and Kumar [17, 25-27] and Kadiyala et al. [28].

Based on the recommendations made by Kadiyala and Kumar [17, 25-27] and Kadiyala et al. [28], an IAQ model is deemed acceptable from both extreme-end and mid-range modeling perspectives, if it meets the criteria of (i) \( 0.9 \leq \text{CORR} \leq 1.0 \), (ii) \( 0.75 \leq m \leq 1.25 \), (iii) \(-25 \leq b/C_0 \leq 25 \) \%, (iv) \( 0 \leq \text{NMSE} \leq 0.25 \), (v) \(-0.25 \leq \text{FB} \leq 0.25 \), (vi) \(-0.5 \leq \text{FV} \leq 0.5 \), (vii) \(0.8 \leq \text{FA2} \leq 1.2 \), (viii) \(0 \leq \text{MCM2} \leq 1.2 \), (ix) \(0.8 \leq \text{MG} \leq 1.2 \), (x) \(0.8 \leq \text{VG} \leq 1.2 \), (xi) \(0.8 \leq \text{IOA} \leq 1.0 \), (xii) \(0.9 \leq \rho \leq 1.0 \), (xiii) \(0.8 \leq \text{RHCratio} \leq 1.2 \), and (xiv) \(-15 \leq A_p \leq 15 \). In addition to the above mentioned criteria, the degree of closeness of plotted points in the scatter and Q-Q graphical representations to the identity line can help determine the superiority of one model over the other, while the bootstrap estimates over NMSE, FB, CORR, VG, and MG provide the 95% confidence interval estimates. ‘In this study, the performance measures of \( m, b/C_0, \text{FV, } \rho, \text{RHCratio, MCM2, IOA, and } A_p \) were computed using Microsoft® Excel 2010; while, CORR, NMSE, FB, FA2, MG, VG, and bootstrap 95% confidence interval estimates over NMSE, r, FB, MG, and VG were computed using the BOOT v2.0. Graphical representations of the scatter plots and the Q-Q plots were obtained from using the MINITAB® 16 and MathWorks® MATLAB 2010b software, respectively‘ [17].
3. RESULTS AND DISCUSSION

The following sections provide more information on the validation results obtained for the six GIS interpolation methods in addition to providing a zip code based analysis using the identified best interpolation method.

3.1. Evaluation of the Six Interpolation Methods

Table 1 presents a summary of the mean (M) statistic, the standard deviation (SD) statistic, and the operational performance measures recommended by Kadiyala and Kumar [17, 25-27] and Kadiyala et al. [28] for validating the six interpolation methods. An ideal interpolation method must meet all the stringent criteria recommended by Kadiyala and Kumar [17, 25-27] and Kadiyala et al. [28]. However, it is rare to find an air quality modeling technique that meets all the stringent guidelines. From Table 1, one can note that none of the six interpolation methods considered in this study met the criteria for CORR, m, b/C₀(%), IOAₜ, ρ, and Aₚ. All the six interpolation methods met the criteria for NMSE, FB, FV, FA2, MCM₂, IOAₜ, ρ, RHCₚₓ, and MG. With the exception of the GPI method, all the remaining interpolation methods met the VG acceptance criteria. The RBF method computed operational performance measures of CORR, m, b/C₀(%), NMSE, FB, FV, FA2, MCM₂, VG, ρ, and RHCₚₓ were much closer to the corresponding ideal values in comparison with the performance measures obtained using the other five interpolation methods.

Table 2 presents a summary of the bootstrap 95% confidence intervals for individual interpolation methods comparison over NMSE, FB, CORR, MG, and VG. An interpolation method is considered to exhibit a significant difference to zero property when there is no change in the sign between lower and upper confidence limits. From Table 2, one can note that all the six interpolation methods exhibited the significant difference to zero property over NMSE and CORR. None of the interpolation methods exhibited the significant difference to zero property over FB and MG. With the exception of the GPI method, all the other interpolation methods were significantly different to zero when VG statistic was considered.

Table 3 presents a summary of the bootstrap 95% confidence intervals for between interpolation methods comparison over NMSE, FB, CORR, MG, and VG. The RBF method was significantly different to the IDW method with respect to all the considered statistics, i.e., NMSE, FB, CORR, MG, and VG. The combinations of IDW – GPI, IDW – Kriging, RBF – GPI, RBF – Kriging, RBF – Cokriging, GPI – LPI, and GPI – Kriging were observed to be statistically similar, irrespective of the statistic considered. The IDW – LPI methods combination exhibited the signifi-
cant difference to zero property only for the VG statistic, while the combinations of IDW – Cokriging and Kriging – Cokriging exhibited the significant difference to zero property only for the MG statistic. The RBF – LPI methods combination was statistically similar for the NMSE, CORR, and MG statistics, and were significantly different when the statistics considered were FB and VG. The GPI – Cokriging methods combination was statistically similar for the FB, VG, and MG statistics; the combination yielded significantly different results over NMSE and CORR. The LPI– Kriging and LPI – Cokriging methods combination exhibited the significant difference to zero property for all the statistics with the exception of CORR.

Figs. (1 and 2) present the scatter plots and the Q-Q plots obtained for the six interpolation methods. The higher degree of closeness of the plotted points to the 1:1 identity line (45° line) indicate the better performing interpolation method. Figs. (1 and 2) indicate that RBF performed better as the plotted points were much closer to the 1:1 identity line in comparison with other interpolation methods.

Based on the degree of closeness of the computed performance measures to the ideal values (Table 1) and the plotted points to the 1:1 identity line (Figs. 1 and 2), one can conclude that the RBF method performed the best in predicting the radon gas GM concentrations. The bootstrap 95% confidence interval estimates indicate that the RBF method performed significantly differently in comparison with the IDW method and performed similarly with the GPI, the kriging, and the cokriging methods. This suggests that the RBF method will always perform better than the IDW method; the same pattern cannot be expected in comparison with the GPI, the kriging, and the cokriging methods on using other radon datasets. Therefore, one can always prefer to use the RBF method over the IDW method in predicting the radon gas concentrations in other states and countries. Despite both the RBF and the IDW methods being exact interpolators, the superior performance of the RBF method over the IDW method may be attributed to the fact that the radon surface generated by the RBF method is not limited by the range (maximum to minimum) of the measured values used in training stage, i.e., the IDW method cannot predict values outside the range of values used in the training stage. There is a possibility that the GPI, the LPI, the kriging, and the cokriging methods outperform the RBF method with other radon datasets. Since RBF methods are good at generating smooth surfaces using large number of data points, they are recommended to be used in the places with ample representation of radon data points having the feature of gradual variations (such as in Ohio) and are inappropriate for the places having large variations within short distances. In view of the aforementioned model evaluation results and the adequate representativeness for radon concentrations in Ohio with gradual variations, one may adopt the use of RBF method in the prediction of radon gas GM concentrations for the unknown zip codes in Ohio.
Fig. (1). Scatter plots for the six interpolation methods.

Fig. (2). QQ plots for the six interpolation methods.
Fig. (3). Ohio radon gas GM concentration prediction map obtained using the RBF interpolation method.

Table 4. Statistics on radon gas GM concentrations in Ohio zip codes.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Measured</th>
<th>RBF Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of zip codes with radon gas GM concentrations &gt; 2.7 pCi/l</td>
<td>574</td>
<td>1300</td>
</tr>
<tr>
<td>No. of zip codes with radon gas GM concentrations &gt; 4 pCi/l</td>
<td>292</td>
<td>693</td>
</tr>
<tr>
<td>No. of zip codes with radon gas GM concentrations &gt; 8 pCi/l</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>No. of zip codes with radon gas GM concentrations &gt; 20 pCi/l</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. (3) presents the Ohio radon GM concentration prediction map obtained using the RBF method. Table A-1 in the supplementary document provides a summary of the radon gas GM concentrations predicted for the unmeasured 1,176 zip codes using the RBF method.

3.2. Analysis Based on Zip Codes

This study analyzed the number of Ohio zip codes with radon gas GM concentrations greater than 2.7 pCi/l, 4 pCi/l, 8 pCi/l, and 20 pCi/l using the identified best interpolation method, i.e., the RBF method. Table 4 presents a summary...
of the measured and the RBF (identified best interpolation method) predicted zip code results. These results demonstrate that there is a significant increase in the number of zip codes that exceeded the USEPA and WHO action limits of 4 pCi/l and 2.7 pCi/l, respectively. The zip code based analysis revealed 37.2% of the Ohio zip codes to have radon gas GM concentrations exceeding 4 pCi/l on using the RBF method against 18.6% of the zip codes based on the measured data. Similarly, 69.8% of the Ohio zip codes were predicted to have the radon gas GM concentrations exceeding the 2.7 pCi/l on using the RBF method against the 36.6% based on the measured data. There was no change in the number of zip codes having radon gas GM concentrations exceeding 8 pCi/l and 20 pCi/l. This indicates that majority of the unmeasured zip codes have the radon gas GM concentrations greater than the USEPA and WHO action limits and less than 8 pCi/l. This analysis suggests that more mitigation work is needed in the state of Ohio to lower the radon gas GM concentrations to the recommended action limits.

CONCLUSION

The performance of the six GIS based interpolation methods, namely, the IDW, the RBF, the GPI, the LPI, the kriging, and the cokriging were analyzed using the Ohio homes radon gas data. The prediction results were then evaluated using a comprehensive set of operational performance measures. The RBF method was identified to be the best performing interpolation method on the basis of the degree of closeness of computed operational performance measures to the corresponding ideal values. The bootstrap 95% confidence interval estimates indicate that the RBF method significantly outperformed the IDW method and was similar to the other interpolation methods. The identified best interpolation method, i.e., the RBF method, was used to evaluate the radon gas GM concentrations in Ohio on a zip code level basis. These results demonstrated an increase in the radon gas GM concentrations, thereby, indicating that more works needs to be done by radon planners in Ohio to reduce the health effects due to exposure to radon gas concentrations. The approach adopted in this study can be implemented worldwide to any radon affected areas.
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