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Abstract: The paper describes two experiments for investigating the influence of different levels of camera displacement 

on hand-eye coordination while using a video see-through head-mounted display. During the first experiment 15 camera 

positions with five levels of height displacement and three levels of depth displacement were compared in four different 

tasks. Using a two-way ANOVA, the comparison of the calculated performance characteristic values showed significant 

influence of height displacement on hand-eye coordination. In conclusion, cameras should be placed above or below eye 

level, but by no more than 35 mm, in order to preserve hand-eye coordination. In the second experiment, a mirror system 

was used to check hand-eye coordination in an exemplary medical task allowing the cameras to be placed virtually at eye 

level. A significant decrease in accuracy was found while using the head-mounted display compared to direct view. Fi-

nally, the mirror system was compared to the 15 camera positions using the data from the same tasks. Significant differ-

ences in performance were found between the mirror system and eye level position, as well as the position slightly below 

eye level. 

The results of the experiment provide design recommendations for developers and users of video see-through systems. 

Keywords: Hand-eye coordination, augmented reality, video see-through. 

INTRODUCTION 

 Augmented Reality (AR) enables the user to communi-
cate intuitively with a combination of real world and sup-
porting computer generated information. For the visual aug-
mentation, different display technologies can be used to 
merge real world images and synthetic graphics. AR systems 
can be generally classified as optical see-through (direct 
view to the surroundings) and video see-through (no direct 
view, view of video images) [1-4]. Additionally, the displays 
can be classified as head-mounted (fixed to the user’s head) 
and non head-mounted displays. The advantages and disad-
vantages of these AR systems are discussed in Azuma [1, 5-
7]. This paper addresses the problems of hand-eye coordina-
tion while using a video see-through head-mounted display 
(HMD) for AR applications. 

 Such displays are supposed to immerse the user into the 
scene, which is taken by video cameras and displayed in real 
time. The user of such a system has no direct view on the 
environment, but a live-image on the monitors in front of his 
eyes, which can influence the human perceptual system. The 
video-based view differs from the natural view in many as-
pects, for example some depth information is lost, the field 
of view is relatively narrow and the time lag makes the scene 
delayed. Moreover, the cameras, which are taking the pic-
tures of the real scene, are located with a certain displace-
ment from the user’s eyes, which aggravates the occulo-
motoric coordination. Time delay and the field of view are  
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important factors that degrade human performance with 
video see-through systems. Nichols et al. (1997) [8]; Neveu 
et al. (1998) [9]; Howarth and Finch (1999) [10]; Adelstein 
et al. (2000) [11]; Kennedy et al. (1999) [12]; and Nelson et 
al. (2000) [13] describe the after-effects and fatigue caused 
by a video see-through HMD. Biocca and Rolland (1998) 
[14] compared hand-eye coordination with a camera dis-
placed 165 mm forwards and 62 mm above user eyes with 
the performance while having natural sight, as well as the 
after-effects of such displacement and revealed significant 
differences. The effects of inter-camera distance and conver-
gence angle on task performance in stereoscopic video see-
through systems are discussed in [15]. In telerobotic applica-
tions larger inter-camera separation distances are used, 
whereas the average interpupillary distance is recommended 
for AR applications with working distances within arm 
reach. The sense of presence in synthetic environments as 
well as the problems of haptics is described in [16-19]. 
Schmidt and Oehme (2007) [20] discuss the problems of 
depth perception in video-based view. Particularly, they state 
that the users of such systems tend to overestimate the dis-
tance of synthetic objects. Pichler et al. (1997) [21] describes 
the influence of stereoscopic visualization on endoscopic 
manipulations. The authors state that dexterity and position-
ing accuracy of endoscopically guided manipulations can be 
significantly improved while using a 3D video endoscopic 
system compared to monocular systems. 

 Nevertheless, video see-through displays have certain 
advantages, even as new issues arise from the need to create 
an effective camera system which would allow a good hand-
eye coordination. The use of closed view displays is espe-
cially advantageous in the application areas where the eyes 



Hand-Eye Coordination Using a Video See-Through Augmented Reality System The Ergonomics Open Journal, 2008, Volume 1    47 

need to be protected from physical or chemical hazards, such 
as small flying particles, dangerous substances or radiation. 
An additional advantage of such displays is the possibility to 
improve the quality of the video stream of the cameras. An 
example is the use of video see-through displays for metal 
gas arc welding [22]. The closed view display protects the 
user’s eyes from the UV-radiation. In addition, by using 
some image processing algorithms, the light intensity of the 
bright arc radiation can be reduced in the picture, providing a 
better view. Using AR technology, some supportive informa-
tion about the geometry of the welded parts and relevant 
process information can be overlapped on the improved real 
view taken by the cameras. 

 Similarly, video see-through displays are also used in 
medical applications. During laparoscopic operations, the sur-
geon views the endoscopic image on a monitor - monoscopi-
cally, stereoscopically (e.g. using shutter or polarized glasses) 
or autostereoscopically. Today the option to use HMDs is of-
fered by many commercial system providers for surgical en-
doscopy, microscopy and computer assisted surgery. The use 
of HMDs and AR for laparoscopy has been investigated by 
[23, 24]. HMDs can also provide the image from an extracor-
poral stereoscopic camera, as in a semirobotic exoscope ma-
nipulator system [25] and a digital microscope [26]. 

MATHERIALS AND METHODOLOGY 

Experimental Design and Equipment 

 The aim of this research is to study the differences in 
hand-eye coordination with different camera positioning 
using a video see-through display. 

Experiment 1: During the first experiment, the cameras 
were placed at 15 different positions with a 
certain level of vertical and horizontal dis-
placement from the user’s natural eye posi-
tion (see Fig. (1) and Table 1). 

 The experiment was carried out in three steps. During 
each step five camera positions were tested. During the first 
step, all five camera positions were set with the depth dis-
placement of 130 mm, during the second step 165 mm and 
during the third step 200 mm. For each step, 20 subjects per-
formed experimental tasks with the five camera positions, in 
total 60 subjects for the entire experiment. The order of start-
ing camera position was counterbalanced over the subjects. 

 In order to compare the five camera height displacements 
during each step, a within subject design was chosen, 
whereas to test the depth displacement a between subjects 

design was chosen (performance between three different 
groups was compared). This kind of mixed design was cho-
sen under the consideration of the subjects’ workload. 

 Summarising the experimental design, the group of 20 
subjects for each of the three depth variations had to perform 
the same four tasks with each of the five camera positions. 
Additionally, each subject had to perform the four experi-
mental tasks without HMD and cameras, having natural 
sight. The subjects were also asked to indicate the best and 
the worst camera positions. 

Table 1. Levels of Height and Depth Displacement for Each 

Camera Position 

 

Camera  

Position 

Height Displacement Above (+)  

or Below (-) the Eye Level 

Depth Displacement  

from Eye Level 

CP1/CP5 + 70 mm/-70 mm 130 mm 

CP2/CP4 + 35 mm/- 35 mm 130 mm 

CP3 0 mm  130 mm 

CP6/CP10 + 70 mm/-70 mm 165 mm 

CP7/CP9 + 35 mm/- 35 mm 165 mm 

CP8 0 mm  165 mm 

CP11/CP15 + 70 mm/-70 mm 200 mm 

CP12/CP14 + 35 mm/- 35 mm 200 mm 

CP13 0 mm 200 mm 

 

Experiment 2: In addition, the second hand-eye coordina-
tion experiment was carried out with a mir-
ror-camera-HMD system (Fig. 2), which 
allows placing the cameras virtually at the 
eye level. The system was tested with the 
workers of biomedical technology institute, 
using a skull model. The aim was to check 
the hand-eye coordination using such a 
system under realistic working conditions 
in the image guided surgery. 

 In order to acquire a video image as seen through the 
natural position and orientation of the eyes, the mirror sys-
tem shown in the left part of Fig. (2) was developed and 
mounted on the HMD [27]. A pair of mirrors place the ap-
parent centroid of each camera in the same location as the 
centre of the respective eye when the HMD is properly fitted 
to the user [23, 24]. The solid outlines in the right part of 

         

Fig. (1). Camera placement model and fixation equipment. 
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Fig. (2) correspond to the right camera and its real, folded 
frustum (pyramid). The dashed outlines correspond to its  
virtual position and its unfolded frustum, coinciding with the 
position and frustum of the right eye. Because of the frustum 
geometry, the required dimensions of the lower (and larger) 
mirror are proportional to its distance from the eyes, for a 
given inclination to the optical axis. Therefore, a flatter 
HMD would allow a more compact and thus preferable fu-
ture design. It is also possible to use separate mirror pairs for 
each eye. 

 

Fig. (2). Mirror system and right camera frustum. 

 A Polaris System (NDI, Ontarion, Canada) was used for 
both experiments to optically track the relative position of 
the handheld stylus to the fixed basis in 3D space, each of 
both carrying a rigid body with 3 retroreflective spherical 
markers. The system utilizes two cameras and infrared illu-
mination to measure the position of these markers through 
triangulation. The position and orientation of the rigid bodies 
is then calculated by matching their given individual geo-
metries with the markers. Tracking occurs in real-time with 
approximately 30 measurements per second. 

 A video see-through HMD (Kaiser ProViewXL) with a 
resolution of 1024x768 (FOV50°) was used during both ex-
periments. Two miniature cameras (Toshiba ACM 413 E) 
were used to capture the real scene, which was played on the 
HMD. Head tracking, image processing or overlapping of 
computer graphics were not applied to this system, in order to 
keep time lag at a minimum and to reduce additional influenc-
ing factors. For this research a constant camera separation 
distance of 64 mm, which is the average interpupillary dis-
tance for human eyes [28], was set for all experimental condi-
tions. In order to enable stereopsis, a convergence angle of 4° 
was calculated for each camera at a constant distance of 458 
mm to the working area. It is known that performance with 
stereoscopic video-see-through HMD is the best when the 
optical axes of the two cameras intersect at the working plane. 
If the focus point is behind or in front of the plane, it becomes 
difficult to focus on the target at the working plane [29]. In 
order to keep the focusing point of the cameras at the working 
plane, the HMD with the camera-fixation equipment was fixed 
to a special construction (Fig. 1), which allowed only the 
slight head turning to the left and right. The height of the 
HMD and the tilting angle were adjusted for each task and for 
each subject individually so that the working area was basi-
cally visible without moving the head. 

Experimental Tasks 

 During the experimental tests described in this paper, 
hand-eye coordination accuracy and time on task were 
measured using different types of experimental tasks:  

1. Tracing Lines on a Touch Screen (Fig. 3a)  

 Six different shapes of straight and angular lines ap-
peared in random order on the touch screen, each a total of 
three times. Test participants had to trace the original line 
with a tracked pen-shaped stylus. Time and accuracy were 
measured in order to assess the subjects’ performance. In 
order to calculate the deviation factor, the deviation area 
between the original line and repeated line was summed and 
divided by the length of the line. Performance time was 
measured from the first contact of the stylus with the touch 
screen surface within the “start” area to the loss of the con-
tact, when the stylus was in the “finish” area.  

 This type of task imitates hand activity in many types of 
real tasks, where users have to repeat straight and angular 
lines with an instrument.  

2. Placing the Stylus Over a Dot on the Touch Screen (Fig. 
3b)  

 The dots appeared at a randomly computer selected area 
on a touch screen, each in total three times. The distance 
between the dot and the pointed area as well as the time from 
the appearance of the dot till the placement of the stylus on 
the touch screen were assessed. This type of task is related to 
the manual targeting tasks.  

3. Tracing the Edge of a Metal Sheet (Fig. 3c)  

 The third task was similar to that of line tracing on a 
touch screen, however it measured deviation in the X, Y and 
Z directions (measurement accuracy 0,2 mm). The subjects 
had to trace the 726 mm long and 1,5 mm thick edge of a 
metal sheet with a tracked stylus a total of six times for each 
experimental condition. The deviation volume was calcu-
lated from the X, Y and Z deviations and divided by the 
length of the track. The tracing direction left-to-right or 
right-to-left was counterbalanced.  

 This edge tracing task on a 3D object can be compared to 
the skull milling task using image guided surgery, where the 
surgeon has to follow a predefined virtual path.  

4. Screwing Wingnuts on an Assembly Board (Fig. 3d)  

 During the fourth task the subjects had to screw five 
wingnuts, which were located within an area of 18x18 cm. 
The subjects were using only the dominant hand. The time 
for screwing each wingnut was measured. The wingnut 
screwing task refers to the manual assembly.  

5. Tracing a Pre-Defined Path on a Skull-Model (Fig. 2)  

 The subjects had to follow with a stylus a C-shaped path 
on the left half of the frontal bone, which was outlined and 
registered using the tracked pointer. The experimental task 
was to drag the pointer along this path, simulating milling 
during maxillofacial surgery. This task was repeated 12 
times for each of the two conditions (with mirror system and 
with natural sight) and the data was averaged.  
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 (a) 

  

(b) 

  

(c) 

  

(d) 

  

Fig. (3). Experimental tasks. 

 The tasks 1, 2, 3 and 4 were used for the first experiment 
(15 camera displacement positions) and the tasks 1, 2 and 5 
were used for the second experiment (mirror system virtually 
placing the cameras at the eye level).  

Subjects 

 60 volunteers (25 females and 35 males) between the 
ages of 19 and 45 participated in the first experiment. For 
each experimental step a group of 20 subjects performed the 
tasks with five camera positions. The first group tested cam-
era positions 1-5, the second group the positions 6-10 and 
the third group the positions 11-15.  

 During the second experiment, 26 employees of an insti-
tute of biomedical technology (4 females and 22 males) be-
tween the ages of 22 and 38 participated testing the mirror 
system and evaluated its possibilities to be applied in image 
guided surgery.  

 All participants in both experiments were right handed. 
Only the subjects having normal or corrected-to-normal vi-
sion as well as acceptable visual acuity (angle of stereopsis 
of at least 100 seconds) could participate in the tests. Each 
subject’s vision was tested with a Bernell-o-Scope apparatus 
and screening tests.  

RESULTS 

Experiment 1 

 Camera Positions. A performance characteristic value 
(PCV) was calculated for each position. The time data and 
deviation data for each task were normalized within a scale 
of 0 to 10, summarised and averaged. In order to calculate 
the PCV, the characteristic values for each camera position 
were subtracted from the largest possible value so that the 
larger number of PCV indicated better performance in terms 
of accuracy and time. It was observed that the subjects 
tended either to work fast and less accurate or slower and 
more accurate during each task [30-32]. The calculated PCV 
considers the effects of camera positioning on both variables: 
time and accuracy, which were weighted equally. All data 
was checked for normal distribution (Kolmogorov-Smirnov 
test). No significant deviation from the normality was found. 
The Mauchly's sphericity test showed significant results 
(Mauchly-W = 0.895, df = 9, p = 0.002). Therefore, Huynh-
Feldt correction was used with mixed ANOVA (within-
subject and between-subject). The level of significance was 
set to  = 0.05. 

 The interaction between height and depth displacement 
was not significant (p > 0.05) (Table 2). The height dis-
placement showed a significant effect with F(4, 20) = 3.356, 
p = 0.01, whereas the effect of depth displacement was with 
p > 0.05 not significant. 

 The effect of height displacement was further analyzed 
with a posteriori Bonferroni-Tests. Fig. (4) shows the 
changes in PCV depending on height displacement with con-
stant depth of 130 mm (depth level 1). The differences be-
tween the camera positions CP1 - CP2 (t = 2.981, p = 0.004), 
CP1 - CP4 (t = 2.213, p = 0.03) and CP2 - CP3 (t = -2.009, 
p = 0.048) were significant. 

 Fig. (5) shows PCV differences in the second depth dis-
placement level (165 mm). Significant differences were 
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found between the positions (CP6) - (CP7) (t = 2.047, 
p = 0.04). 

Table 2. Depth and height displacement effects (ANOVA 

results) 

 

Source df SS MS F 

Between-Subject 234    

Depth displacement 2 144.62 72.31 1.94 

Error (Between-Subject) 232 8631.0 37.2  

Within-Subject 940    

Height displacement 4 63.6 15.9 3.356* 

Height Depth 8 13.44 1.68 0.354 

Error (Within-Subject) 928 4274.31 4.616  

Total 1174 13126.97   

*p<0.05 (significant). 

 

 

Fig. (4). Performance Characteristic Values with the depth dis-

placement of 130 mm (mean values and 95%-confidence intervals). 

 

 

Fig. (5). Performance Characteristic Values with the depth dis-

placement of 165 mm (mean values and 95%-confidence intervals). 

 

Fig. (6). Performance Characteristic Values with the depth dis-

placement of 200 mm (mean values and 95%-confidence intervals). 

 In the third depth displacement level (200 mm) similar 
effects were revealed. Significant difference was found be-
tween positions CP11 - CP12 (t = 2.025, p = 0.046) (Fig. 6). 

Table 3. Depth and Height Displacement Effects (ANOVA 

Results) 

 

Task 

Tracing  

Lines 

Placing Stylus  

Over Dots 

Tracing  

Edge 

Screwing  

Wingnuts 
CPi 

Accuracy Time  Accuracy Time  Accuracy Time  Time  

CP1 -26%* +2% -31%* +17% -36%* +34% +28%* 

CP2 -25%* +0,4% -24%* +13% -31%* +23% +22%* 

CP3 -27%* +2% -28%* +11% -32%* +51% +33%* 

CP4 -23%* +4% -31%* +3% -27%* +25% +26%* 

CP5 -28%* -6,1% -31%* +10% -33%* +53% +25%* 

CP6 -30%* -11% -25% +24% -21%* -7% +41%* 

CP7 -32%* -15% -33%* +33%* -17% -12% +38%* 

CP8 -27%* -11% -17% +34%* -15% -13% +31%* 

CP9 -28%* -6% -33%* +27% -14% -6% +35%* 

CP10 -25%* -7% -33%* +27% -20%* -8% +39%* 

CP11 -27%* -14% -8%* +22% -27% -6,8% +36%* 

CP12 -20%* -7% -15%* +18% -22% -7% +29%* 

CP13 -25%* -11% -4%* +5% -30% -5% +28%* 

CP14 -20%* -6% -7%* +15% -26% -4% +30%* 

CP15 -21%* -14% -2%* +18% -31% -5% +31%* 

*p<0.05 (significant). 

 

 Speed and Accuracy. Additionally, performance with 
video see-through display was compared with performance 
while having natural sight. It was observed that in most of 
the cases performance was less accurate while wearing an 
HMD; however, in some cases the subjects tended to work 
faster while wearing HMD. Table 3 summarizes the changes 
in accuracy (less deviation refers to better accuracy) and 
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performance time for each task and each camera position in 
percent. 

 Subjective Ratings. For each depth displacement level the 
subjects were asked to indicate the most preferred camera 
position and the worst position. In the first level CP4 was 
favored by the majority of the subjects and CP1 was per-
ceived to be the worst position. In the second level all posi-
tions with the exception of CP6 (was perceived to be the 
worst) were rated about the same. In the third level the most 
favorite positions were CP12 and CP13, whereas the rest of 
the positions were neutral. 

Experiment 2 

 Tracing the pre-defined path on the skull model. The 
Kolmogorov-Smirnov test did not show significant deviation 
of the collected data from normality, therefore t-test was 
used for analyzing the data. 

 Significant differences were found when comparing per-
formance with the mirror system to performance with the 
natural sight. The subjects could perform more accurately 
while having natural sight than with the mirror system (t = 
2.350; p = 0.027); however, no difference was found in time 
between the two conditions (t = -.936; p = 0.358) (Fig. 7). 

Comparison of Experiment 1 and 2 

 The data collected during the experiments with the mirror 
system while performing line tracing and dot targeting tasks 
were compared to the data of the same tasks from the ex-
periment with displaced cameras. Particularly, the camera 
position with 0 depth and height displacement (CP0 – mirror 
system) was compared to the 15 different levels of camera 
displacement. Significant differences in terms of time were 
revealed between CP0 and CP13 (t = -2.337; p<0.05) as well 
as CP0 and CP14 (t = -2.06; p<0.05) during the dot targeting 
task (Fig. 8). Test participants performed faster with the mir-
ror system than with these two particular positions of dis-
placed cameras. No significant differences were found in 
terms of accuracy. 

DISCUSSION AND CONCLUSIONS 

 The results of the experiments showed a significant in-
fluence of camera height displacement in the stereoscopic 

video see-through AR system. The subjects showed signifi-
cantly worse performance with the height displacement of 70 
mm than with the height displacement of 35 mm above us-
ers’ eyes for all three levels of depth displacement (130 mm, 
165 mm and 200 mm). Surprisingly, performance with the 
height displacement of 35 mm was significantly better than 
performance with cameras placed at eye level with 130 mm 
depth displacement. Additionally, for the other two depth 
displacement levels subjects did not perform significantly 
better with cameras at eye level as it was expected. While 
performing with cameras at eye level, subjects obscured the 
view of the target with their fingers or hand. The cameras 
with the height displacement of 35 mm above or below eye 
level were taking the view from a slightly upper or lower 
position, which was probably a more comfortable view, 
avoiding the occlusion of the target or object to be manipu-
lated. Conversely, the extreme upper and lower positions, 
which were also taking a non-covered view, were not so 
comfortable positions as they were too far from eye level and 
the visuo-motoric system could not adjust as well to the 
shifted view [13] state that the human visuo-motoric system 
can adjust to certain levels of displacement. However, it be-
comes more difficult to adjust with the increasing height 
displacement, so that the extreme upper position with 70 mm 
significantly differs in terms of performance. No significant 
effects of depth displacement were found during this ex-
periment. 

 For all experimental tasks and for all camera positions a 
decrease in accuracy was found while performing with the 
HMD compared to the performance without the HMD. For 
most of the tasks and positions the decrease was significant; 
however, during some tasks the subjects tended to work 
faster with the HMD, which led to a lower accuracy. Even 
with the mirror system which allowed the cameras to be 
placed at eye level, significant differences were found be-
tween performance accuracy with the HMD and without the 
HMD. These findings implicate the strong effect of other 
system related factors on performance, such as the restricted 
field of view, weight of the HMD, absence of depth cues, 
time lag etc. 

 Comparing the mirror system to the HMD with 15 differ-
ent camera positions, significant differences in time were  
 

 

Fig. (7). Task performance with the mirror system compared to performance with natural view. 
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*significance (p<0.05) 

Fig. (8). Comparison of the mirror system and conventional camera 

HMD with different camera positions (dot targeting tasks). 

 

found while performing with cameras at eye level and 35 
mm below eye level with a depth displacement of 200 mm. 
The subjects could perform faster with the mirror system. 
These results implicate a certain improvement of the mirror 
system compared to the system with displaced cameras. 
However, no significant differences in accuracy were ob-
served. 

 Due to the limitations of current technology, it is still 
difficult to create a video-based view, which can perfectly 
emulate the natural view of human eyes; however, in order 
to eliminate the adverse effects of height displacement, the 
cameras should not be placed more than 35 mm above or 
below user eye level, which is often the case in AR applica-
tions. As the results indicate, placement of cameras over or 
below those levels negatively affects hand-eye coordination. 

 As mentioned before, during this study a head fixation 
apparatus was used to keep a constant distance to the work-
ing plane for all subjects during each task. It might have in-
fluenced the results to some extent. During the tasks in these 
experiments, the subjects had haptic feedback so that the 
hand-coordination was not only based on vision; however, 
during most of the tasks in industry the users of AR systems 
do have haptic feedback as well. No control helmet was ap-
plied while performing tasks without the HMD, so that the 
influence of field of view or the weight of the HMD was not 
considered. The aim was to compare the performance under 
natural conditions with the performance while wearing a 
video see-through HMD. 

 In order to improve hand-eye coordination with video-
based view, other system related factors, such as field of 
view, weight of HMDs, time lag etc. should be systemati-
cally studied. Especially it is important to check the effects 
of interaction between different system components. Further 
research is needed in order to create a video see-through sys-
tem that meets the high standards of medical applications. 
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