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Abstract: Due to the involvement of high portion of atomic coordination imperfection in surfaces and interfaces, the properties of magnetic nanocrystals dramatically differ from that of the corresponding bulk counterparts, which have led to a surge in both experimental and theoretical investigations in the past decades. This review summarizes the studies for these size-dependent magnetic properties, and additional thermal or phase stabilities, and mechanical properties. To interpret the above phenomena, a thermodynamic model for the size dependence and interface dependences of these properties is described, which is based on Lindemann’s criterion for melting, Mott’s expression for the vibrational melting entropy, and Shi’s model for the size-dependent melting temperature. The model without any adjustable parameter is confirmed by a large number of experimental results, and helps us to understand the structures and properties of the magnetic nanocrystals. Moreover, other theoretical works on the above properties are also mentioned and commented.

1. INTRODUCTION

In modern life, magnetic materials can be found in a variety of applications that range from microelectronic devices to motors and power distribution system, computer technique, magnetic high-density recording, etc. At the emerging nanotechnology era, low-dimensional magnetic systems like thin films [1], multilayers [2], nanorods and nanoparticles, as well as interacting magnetic nanostructures [3], have attracted tremendous interest and opportunities for industrial applications [4]. Due to the current progress in nanotechnology, individual magnetic nanocrystals can be fabricated, which in turn provides opportunities to study basic properties of nanocrystals via various experimental techniques, theoretical methods and compute simulations.

Commonly, the magnetic nanocrystals may be elements, compounds, alloys, and even organic molecules. From the fundamental point of view, magnetic nanocrystals with different dimensions bridge the gap between isolated atoms and their bulk counterparts in chemical, physical, mechanical properties while the interatomic interaction causes a solid to differ completely from an isolated atom in performance [5]. Compared with the bulk counterparts, nanocrystals involve high surface/volume ratio, which leads to the intrinsic size dependences in the mechanical strength, the thermal and phase stabilities, as well as the magnetic properties [6], for the example of the appearance of superparamagnetism. Because of the breaking of lattice symmetry or surface/interface bond changes, thermal stability of phases, the site-specific surface anisotropy, the surface spin disorder and the weakened magnetic exchange coupling vary. These variable properties can functionalize sensors or switches, and apply in device areas of high-density perpendicular recording, colour imaging, ferrofluids, ultrahigh frequency (0.3-3GHz) devices, magnetic refrigeration and drug delivery. The coupling FM/AFM bilayers can be utilized in permanent magnets, magnetic recording media, and domain stabilizers in recording heads based on anisotropic magnetoresistance.

On the other hand, nanostructure magnetic materials consisting of densely packed grains often reveal different properties from isolated nanocrystals since the surface skins now are substituted by the interface ones. For instance, isolated nanoparticles above the onset of superparamagnetism are magnetically hard with large coercivity while nanostructured magnets are often magnetically soft due to the interaction among grains [7].

Over the past decades, an overwhelming contribution has been made to develop nanotechnology by the advent of methods, such as atomic imaging and manipulating, nanocrystalline synthesizing, functioning, and characterizing as well as structural patterning for device fabrication. However, insight into the underlying mechanisms and factors, which dominate the general trend of the tunability, remains in its infancy. Although a number of models have been proposed to interpret the size dependences, they, respectively, often correspond to a part of phenomena. A unified model dealing with all related phenomena is thus highly desirable. This unification certainly gives rise to an understanding of size-dependent properties of magnetic nanocrystals.

The main objective of this contribution is to present a review with special attentions to the thermal and phase stabilities as well as the statical magnetic properties of FM, AFM nanocrystals and FM/AFM bilayer systems. On the basis of these phenomena, a thermodynamic approach is proposed to interpret the observed experimental results and the underlying mechanism for size-dependent properties of nanocrystals. Deeper and consistent insight into the mechanism behind the observations and finding factors dominate general trends of size-induced property change, which are of fundamental importance for advancing technological applications. In section 2, main interest is on the thermal stability and the mechanical properties of magnetic nanocrystals. This
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section summarizes several theoretical models to illustrate the physical nature of thermal stability of nanocrystals with special emphasis on lattice thermal instability model and its extending on the size dependences of mechanical properties of hardness and yield strength. Sections 3 and 4 introduce the size-dependent magnetic properties of ferromagnetic (FM) and antiferromagnetic (AFM) nanocrystals in experiments, such as size-induced magnetization, anisotropy, coercivity and superparamagnetism, where the lattice thermal instability model is also introduced to illustrate the underlying mechanisms. Section 5 conveys the theoretical and experimental investigations of FM/AFM bilayers, in particular the size effects of exchange bias field and its thermal stability. Finally, concluding remarks are presented in section 6 with suggestions for future directions in extending the developed knowledge and the associated approaches.

2. THERMAL STABILITY AND MECHANICAL PROPERTIES OF MAGNETIC NANOCRYSTALS

2.1. Thermal Stability of Nanocrystalline Magnetic Materials

Thermal stability of nanocrystals is an important quantity for designing of devices and governing materials for practical applications, which is characterized by melting temperature $T_m(D)$ where $D$ denotes the thickness of thin films, the diameter of nanoparticles or nanorods, respectively. Over the past decades, following Takagi’s experimental pioneering work in 1954 [8], which demonstrated $T_m(D) < T_m(\infty)$ where $\infty$ denotes the bulk size, thermal stabilities of metallic [9], organic [10,11], semiconductor [12] nanocrystals have been intensively studied experimentally and theoretically. It has been revealed that the crystalline lattice spacing in nanocrystals can be altered by surface relaxation [13], stress [14], or strain. Similarly, the restricted geometry of such systems can exclude long-wavelength phonons and emphasize surface modes, leading to unusual phonon spectra. Therefore, nanocrystals can exhibit not only melting point depression, but also superheating, depending on their surrounding environment [15].

Magnetic nanocrystals consisting of metallic Fe, Co, Ni and their alloys, soft and hard magnets, ferrofluids, and nanocomposites have attracted great interest in preparations and characterizations. Numerous physical and chemical methods have been employed to produce these magnetic nanocrystals, including molecular beam epitaxy, pulsed laser deposition, chemical vapor deposition, electrodeposition, flash evaporation, temperature-directed growth, and neutral organometallic precursor decomposition. Chemical methods, in particular, solution routes, are widely used for the fabrication of nanoparticles and nanocomposites [16]. Their thermal properties have also been studied by computer simulations (Monte Carlo [17] and molecular dynamics [18-21]) and experimental techniques, such as transition electron microscopy, Mössbauer spectroscopy, small and wide angle X-ray diffraction as well as positron annihilation [6]. It has been found that at temperature $T < T_m$, the lattice vibrations of Fe [22,23] and Co [24] nanocrystals increase, which drops their corresponding Debye temperatures $\Theta_D(D)$. In terms of Lin-demann’s criterion, the root of atomic mean-square displacement $\sigma$ of crystals increases with increasing $T$. When $T$ approaches $T_m$, $\sigma$ reaches a fraction of atomic diameter $h$ and melting occurs. Because $\sigma$ increases with decreasing $D$, the needed thermal energy to promote nanocrystals to melt decreases as $D$ is reduced, and hence $T_m(D)$ decreases [18-21].

Thermal stability of nanocrystals is also responsible for other thermally activated behaviors such as atomic diffusion [25,26] and crystal growth [27,28], which in turn influences the magnetic properties of nanocrystals because they depend not only on $D$, but on crystalline structures and presence of lattice defects [29-31].

2.1.1. Theoretical Models for $T_m(D)$ Functions

Classically, the melting of nanocrystals has been described by three kinds of models [32]: homogeneous melting model without a liquid skin [33,34], liquid-skin melting model [35,36] and liquid nucleation and growth model with an unstable liquid skin [37,38].

The first and the earliest thermodynamic model, for $T_m(D)$ function, considers the equilibrium between the entire solid and liquid where the melting proceeds throughout the solid simultaneously [34],

$$T_m(D)/T_m(\infty) = 1 - V_m[y_m - y_s/(\rho_s/\rho)]/(DH_m)$$  \hspace{1cm} (1)

where $V_m$ denotes the molar volume of solids, $y$ shows the surface/interface energy, $\rho$ is the mass density, $H_m$ is the melting enthalpy, and subscripts s, l, v denote solid, liquid, vapor, respectively. For the most cubic metals [39,40], $y_{sv} = y_{sl}$. If $\rho_s = \rho_l$ then $(\rho_s/\rho_l)^{1/2} = 1$ and thus Eq. (1) can be rewritten as

$$T_m(D)/T_m(\infty) = 1 - 2V_m y_s / (DH_m)$$  \hspace{1cm} (2)

Equation 2 is identical to the Gibbs-Thomson equation [10,41] $T_m(D)/T_m(\infty) = 1 - (2/D_s + 2/D_l) V_m y_s / H_m$ with $D_s$ and $D_l$ as the principal diameters of curvature of the crystal being in equilibrium on the interface with the liquid at $T_m(D_s,D_l)$ under condition that for a spherical particle, $1/D_s = 1/D_l = 1$. The liquid-skin melting model assumes that a liquid layer with a fitting thickness of $\beta$ is in equilibrium at the solid surface and surface melts before the melting of the solid core [35,36],

$$T_m(D)/T_m(\infty) = 1 - 2V_m y_s / (1 - \beta / D) - y_{sv}(1 - \rho_s/\rho_l)]/(DH_m)$$ \hspace{1cm} (3)

The liquid nucleation and growth model suggests that melting starts by the nucleation of a liquid layer at the surface and moves into the solid as a slow process with a definite activation energy [37,38],

$$T_m(D)/T_m(\infty) = 1 - [3(V_{ms} + V_{ml})(y_{ms} - y_{ml}) / (2D - \Delta U)] / H_m$$ \hspace{1cm} (4)

where subscript M denotes the solid matrix, $\Delta U$ shows the energy density difference between crystal and liquid. If $\Delta U$...
is negligible then, depending on the sign of $\gamma_M - \gamma_l$. $T_m(D)$ can either be higher or lower than $T_m(\infty)$, which is closely related to the nature of the interface. Generally, $\gamma_M - \gamma_l = \gamma_0 \cos \theta$, where $\theta$ is the contact angle between a particle and the matrix ranged from $0^\circ$ to $180^\circ$. For a particle wetted by the matrix, $0^\circ \leq \theta < 90^\circ$ and $0 < \gamma_M - \gamma_l \leq \gamma_d$, where the matrix/particle interface should be coherent or semi-coherent. Consequently, superheating happens and $T_m(D)$ increases with decreasing $D$. For a nanocrystal with $\theta \geq 90^\circ$, $\gamma_M - \gamma_l \leq 0$ and undercooling occurs. Here it should be noted that the mechanisms of the first and the second models describe the melting of a flat surface or larger nanoparticles.

$T_m(D)$ functions in all three models show that they vary inversely with $D$: $T_m(D)/T_m(\infty) = 1 - C/\rho_l H_mD$ where $C$ value differs only slightly among the models. Ignoring difference of $\rho_i$ and $\rho_v$, $C = \gamma_v - \gamma_l$, and $C = 1.5(\gamma_v - \gamma_l)$ in these models [42].

Recently, Sun [43] established relationship of $T_m(D)$ function directly to the coordination number (CN) imperfection effect on atomic cohesive energy ($E_c = Z_N e/2$) being the sum of bond energy $e$ over all coordinates of a specific atom with the coordination $z$ and the Avogadro number $N_A$ of the lower coordinated atoms near the surface. The CN-imperfection causes the remaining bonds of the lower-coordinated atoms to contract with increase of magnitude of $e$, i.e., bond-order-length-strength (BOLS) correlation [44], which contributes to $E_c$, and hence to the Gibbs free energy that determines the thermodynamic behavior of a system. The thermal energy required to loosen the bonds of the specific atom is a portion of $E_c$. Thus, $T_m(D) \propto E_c(D)$, which leads to [45],

$$T_m(D)/T_m(\infty) = 1 + \sum_{i=3}^{n_i} n_i(z_{sv} q_{sv} - 1)$$

where $q_i = h_i/2 = (1+\exp[(12-z_i)/8z_i])$ shows a CN dependent reduction of $h$, $z_{sv} = z/v_s$ with subscripts $s$ and $v$ denoting surface and bulk, respectively, and $n_i = (3-d)h_i/D$ is the portion of atoms in the $i$-th atomic layer from the surface compared to the total atom number of the solid $n_s$ and the dimension $d = 0, 1, 2$ corresponds to nanoparticles, nanorods, and thin films, respectively. The power index $w$ is an indicator for the bond nature of a specific material. $w = 1$ for elemental metals, $w = 4$ for alloys or compounds, and $w = 2.56$ and 4.88 for C and Si, respectively [5]. The model indicates that $T_m$ change arises from the change of atomic $E_c$ in the superficial skins.

**2.1.2. Atomic Vibrational Instability**

The termination of the lattice periodicity in the surface normally leads to the CN reduction of surface atoms and the creation of a surface potential barrier [5], which change surface physical quantities $[Q_s(D)]$ of nanocrystals being different from the internal counterparts $[Q_s(D)]$. Based on mean-field approximation, a $Q(D)$ function can be represented as [46,47],

$$Q(D) = Q_s(D) + [Q_s(D) - Q_s(D)]n/s$$

where $n/sn \approx 1/D$ is the ratio of the number of surface atoms ($n_s$) to the total atom number ($n_t$) of nanocrystals.

If the cooperative coupling between the surface region and the interior region is phenomenologically considered by taking the variation of $Q(D)$ to be dependent on the value of $Q(D)$ itself, a change in $Q$ can give rise to $Q(x+dx) - Q(x) = (\alpha-1)Q(x)dx$, which is achieved by assuming that $Q/\alpha$ are size-independent, and $\alpha = Q_s(D)/Q_s(D) \approx Q_s(\infty)/Q_s(\infty)$, $x = n_s/n_t = D_0(D/D_0)$ with $D_0$ denoting a critical size at which all the atoms or molecules of low-dimensional nanocrystals are located on their surfaces. In terms of the definition of $D_0$ and the bulk boundary condition, two asymptotic limits should be satisfied, namely $Q(D)/Q_s(\infty) \rightarrow 0$, when $D \rightarrow D_0$, and $Q(D)/Q_s(\infty) \rightarrow 1$, when $D \rightarrow \infty$. Associated with the conditions and integrating the above equation, it reads,

$$Q(D)/Q_s(\infty) = \exp[(\alpha-1)n_s/n_t] = \exp[(\alpha-1)/(D/D_0-1)]$$

$D_0$ is a function of $d$. In general, the dimension can be fractal [48]. For $d = 0$, $D_0 = 6h$ since $4\pi h(D_0/2)^2 = 4\pi(D_0/2)^2/3$; For $d = 1$, $D_0 = 4h$ since $2\pi h(D_0/2) = \pi(D_0/2)^2$; For $d = 2$, $D_0 = 2h$ since $2h = 2(D_0/2)^2$. In short,

$$D_0 = 2(3-d)h$$

Letting $Q(D)$ being the mean-square displacement of nanocrystals $\sigma^2(D)$, one obtains the extension of Eq. (7) from Lindemann’s melting criterion [49], namely, $\sigma^2(D)/\sigma^2(\infty) = \exp[(\alpha-1)/(D/D_0-1)]$. Since $T_m(\infty)$ are usually higher than the bulk Debye temperature $\Theta_D(\infty)$, the high temperature approximation can be utilized [46,50], $\sigma^2(D,T) = F(D,T)$ where $F(D)$ is the $T$-independent but size-dependent parameter with $T$ being the absolute temperature. Thus, $\sigma^2(D,T)/\sigma^2(\infty,T) = F(D,T)/F(\infty)$. When $T = T_m$, $F(D)/F(\infty) = [\sigma^2(D,T_m(D))/\sigma^2(\infty,T_m(D))]/[\sigma^2(\infty,T_m(D))/\sigma^2(\infty,T_m(D))] = T_m(\infty)/T_m(D)$ in terms of Lindemann’s criterion. Here $h-h(D)/h$ is negligible when $D > 20 nm$ and $[h-h(D)/h]$ is $0.1-2.5\%$ when $D < 20 nm$. Note also that $\Theta_D(\infty) \propto [T_m(\infty)/(MV_m(\infty)^{2/3})]^{1/2}$ [51] where $M$ is the molecular weight and $V_m(\infty)$ is the bulk molar volume. $\Theta_D(D)$ function can be obtained as a generalization of above relationship, i.e., $\Theta_D^2(D)/\Theta_D^2(\infty) = T_m(D)/T_m(\infty)$. In summary [46,50],

$$T_m(D)/T_m(\infty) = \sigma^2(\infty)/\sigma^2(D) = \Theta_D^2(D)/\Theta_D^2(\infty) = (\alpha-1)/(D/D_0-1)$$

In Eq. (9), the smallest size of crystals is assumed to be $2D_0$ where a half of atoms of a crystal is located on the surface with $n_s/n_t = 1$. Thus it takes the form $T_m(2D_0) = T_m(\infty)\exp[-(\alpha-1)\exp(-1/2)]$ where both crystal and liquid have almost the same short range order and their structure difference is little and as a result, melting disappears [52].

By considering the vibrational entropy of melting of nanocrystals $S_{vib}(D)$ deduced from Mott’s expression for $S_{vib}(\infty)$ [53] is written as [11],

$$S_{vib}(D) = S_{vib}(\infty) - (3R/2)(\alpha-1)/(D/D_0-1)$$

where $R$ is the ideal gas constant. For a free-standing or a quasi-free-standing nanocrystal, $S_m(2D_n) = S_{\text{vib}}(2D_n) = 0$ is assumed. Thus, the value of $\alpha_s$ can be determined as [11],

$$\alpha_s = 1 + 2S_{\text{vib}}(\infty)/(3R) \quad (11)$$

As a rule, melting entropy $S_m(\infty)$ consists, at least, of positional $S_{\text{pos}}(\infty)$, vibrational $S_{\text{vib}}(\infty)$ and electric $S_{\text{el}}(\infty)$ [54], $S_m(\infty) = S_{\text{vib}}(\infty) + S_{\text{pos}}(\infty) + S_{\text{el}}(\infty)$. The idea of $S_{\text{pos}}(\infty)$ of melting arises in connection with the positional disorder as a substance undergoes the melting transition. The number of particle species naturally plays a primary role involved in the disordering process. In the case of simple solids, only two particle species are present: the atoms of the given substance and vacancies [54]. In this case, $S_{\text{pos}}(\infty)$ is determined in a direct way, i.e., by the use of the Mott equation [53],

$$S_{\text{pos}}(\infty) = -R(x_A \ln x_A + x_v \ln x_v), \quad \text{where} \quad x_A = 1/(1 + \Delta V_m/V_m)$$

$\Delta$ denoting the difference during the melting and $x_v = 1 - x_A$ being the molar fractions of the host material and vacancies, respectively. For metallic crystals, the type of chemical connection does not change during the melting transition. Thus, $S_m(\infty) = 0$ [54] and $S_{\text{vib}}(\infty) = S_m(\infty) - S_{\text{pos}}(\infty)$, or,

$$S_{\text{vib}}(\infty) = S_m(\infty) + R(x_A \ln x_A + x_v \ln x_v) \quad (12)$$

For semi-metals, $S_{\text{el}}(\infty) \neq 0$, and $S_{\text{vib}}(\infty)$ must be determined in a direct way, i.e., by the use of the Mott equation [53],

$$S_{\text{vib}}(\infty) = 3R\ln(\nu/\mu_l) = (3/2)R\ln(\mu_s/\mu_l) \quad (13)$$

where $\nu$ and $\mu$ denote the characteristic vibration frequency and the electrical conductivity, respectively. If the parameters in Eq. (13) are unavailable, the following equation can also be employed as a rough approximation [54],

$$S_{\text{vib}}(\infty) = S_m(\infty) - R \quad (14)$$

For semiconductors, the melting is accompanied by a semiconductor-to-metallic transition and the elements or compounds suffer contraction in volume rather than expansion for the most metals. Thus, $S_{\text{el}}(\infty)$ strongly contributes to $S_m(\infty)$, and $S_{\text{vib}}(\infty) < S_{\text{el}}(\infty)$. $S_{\text{vib}}(\infty)$ is thus negligible as a first order approximation [55]. Namely,

$$S_{\text{vib}}(\infty) = S_m(\infty) - S_{\text{el}}(\infty) \quad (15)$$

Note that Eq. (15) is invalid for some metallic mixing oxides, for instance, Fe$_2$O$_3$ consisting of FeO$_2$+FeO, which undergoes semiconductor-to-metal transition due to the Fe$^{2+}$ and Fe$^{3+}$ ions order on the B sites at 122 K (The so called Verwey transition) while $T_m$ is far above the Verwey temperature [56].

2.1.3. Verification of Model

Fig. (1a-c) present $T_m(D)$ and $\Theta_0(D)$ functions of magnetic nanocrystals in terms of Eq. (9): $T_m(D)$ and $\Theta_0(D)$ functions decrease as $D$ is reduced or surface/volume ratio is increased due to higher energetic state of surface atoms [5]. Note that at the same $D$, different surface/volume ratios of nanocrystals with different $d$ are different. Thus, The drops of $T_m(D)$ and $\Theta_0(D)$ functions increases as $d$ decreases. The agreements between model predications in terms of Eq. (9) and available experimental evidence for magnetic Fe, Co, Ni nanocrystals with different dimensions $d = 0, 1, 2$ confirm the validity of the proposed model.
The granular films cannot be described as a continuous film [48] since they are of high densities of grain boundaries. This granular structure is similar to a random structure of a chain polymer modelled by a trajectory of a self-avoiding walk with a fractal dimension of \( d = 2 + d' \) [48]. For thin films, since \( d = 2 \), \( d' = 4/3 \) in terms of the above equation. This can be observed in Fig. (1a), where \( \Theta(D) \) functions (dashed lines) of Fe granular thin films are present.

### 2.2. Mechanical Properties of Magnetic Nanocrystals

In addition to the depression of thermal stability, nanocrystals may also exhibit increased strength/hardness, improved toughness, as well as reduced elastic modulus and ductility [59]. In the conventional polycrystalline range, the yield strength \( \chi \) or hardness \( H \) increases with decrease in grain size \( D \), namely the Hall-Petch relationship [60]. From a practical point of view, the mechanical properties of magnetic nanocrystals often dictate whether a special need or application can be met. Therefore, a number of experimental measurements of \( \chi \) or \( H \) [61-67], and elastic modulus [68,69] of Fe and Ni nanocrystals have been carried out. In light of the Hall-Petch relationship [59,70,71],

\[
\chi(D) = \chi_0 + k_D D^n
\]

(16)

where \( n \) has a type value of 0.5, \( \chi_0 \) is the bulk strength, and \( k_D \) is a positive material constant. Eq. (16) corresponds to experimental results when 10 \( \mu \)m \( > D > 100 \) nm. As \( D < 100 \) nm, such as 10-30 nm depending on the nature of the materials, error is present [6,59,61-67]. When the yield strength \( \chi \) reaches a maximum at about \( D = 10 \) nm, then, a negative slope as the inverted Hall-Petch relationship is present [6,59,72].

The above disagreement is induced by the neglect of temperature dependence of Eq. (16). In Eq. (16), the experimental temperature is usually room temperature \( T_x \) [63,65] while in Hall and Petch investigations, 100 nm is almost the smallest \( D \) where \( T_m(D) \) is size-independent [18,19,21,22]. Both conditions result in \( T_x/T_m(D) \) to be a constant. As \( D < 100 \) nm, \( T_m(D) \) evidently drops [18-21] and \( T_x/T_m(D) \) increases where the crystals start to behave high temperature properties or grain boundary movement contributes plastic deformation [6]. As a result, \( \chi_0 \) and \( k_D \) are temperature or size dependent. As \( D \) further decreases, a negative \( k_D \) has been reported due to the temperature effect [66,73,74].

#### 2.2.1. Model for the Inverted Hall-Petch Relationship

When \( D \) is a constant, let \( \chi_0' \) denote the effect of \( T_x \) on \( \chi \), which is given as [75]

\[
\chi_0' = k_t \exp[Q(D)/(2RT_x)]
\]

(17)

where \( k_t' \) is a constant, \( Q(D) \) is the activation energy for interface migration. Because the activation entropy induced by vibrational frequency change due to the activation process is less than 5\%, which is rather small, even if \( D \) varies from bulk to 2-3 nm [76-78], \( Q(D) \approx RT_m(D) \) where \( T_m(D) \) has been used to substitute the original \( T_m(\infty) \) [76]. As a first order approximation, it is assumed that \( \chi_0 = \chi_0'' + \chi_0' \), or \( \chi_0 \) is a sum of the temperature-independent term and the temperature-dependent term. Accordingly, substituting the above equation into Eq. (17) and combining the coefficient of the above equation into \( k_t' \) of Eq. (17), it reads,

\[
\chi_0 = \chi_0'' + k_t' \exp[T_m(D)/(2T_x)]
\]

(18)

If \( k_t \) in Eq. (16) has the same temperature dependence as in Eq. (17), \( k_t = k_t' \exp[Q_m(T_x)/(2T_x)] \). Because the migration resistance of dislocations should have also an Arrhenius relationship with \( T \) [61], substituting Eqs. (9), (18) and the above equation into Eq. (16) with \( n = 1/2 \),

\[
\chi(D) = \chi_0'' + (k_t'+k_D D^{1/2}) \exp[-2S_m(\infty)/(3R(D/6h-1))]
\]

(19)

When \( D > 10 \) nm, in terms of mathematical expression: \( \exp(-x) = 1-x \) when \( x \) is small, the double exponential term in Eq. (19), \( \exp[-2S_m(\infty)/(3R(D/6h-1))] = 1-2S_m(\infty)/(3R(D/6h-1)) \). Accordingly, Eq. (19) is rewritten as,

\[
\chi(D) = \chi_0'' + (k_t+k_D D^{1/2}) \exp[-H_m(\infty)/(3RT_m(D/6h-1))]
\]

(20)

where \( k_t = k_t' \exp[T_m(\infty)/(2T_x)] \), \( k_d = k_d' \exp[T_m(\infty)/(2T_x)] \), \( H_m(\infty) = T_m(\infty)S_m(\infty) \). As \( D \to \infty \), it leads to,

\[
\chi_0 = \chi_0'' + k_t
\]

(21)

and,

\[
k_t' = k_t.
\]

(22)

To determine the relative size of \( \chi_0'' \) and \( k_t \), let \( d_t(\chi(0)/(D(D/2)^{1/2}) = 0 \) in Eq. (20), where

\[
k_t/k_d = \frac{T_x R}{4hH_m} D_{max}^{1/2} \left( \frac{3T_x R + H_m}{H_m} D_{max}^{1/2} + \frac{9hT_x R}{H_m} D_{max}^{3/2} \right)
\]

and \( \chi = \chi_{max} \) with the subscript \( max \) denoting the maximum. Since the most experimental values of \( D_{max}^{1/2} \) are between 0.2 and 0.4, while \( h = 0.3 \) nm, \( H_m(\infty)/(T_x R) = 4-7 \) (\( T_x = 300 \) K),

\[
k_t/k_d = 0-0.1
\]

(23)

With Eqs. (21)-(23), the fitting parameters among \( \chi_0'', k_D \) and \( k_t \) in Eq. (20) are comparable with the original fitting parameters of \( \chi_0 \) and \( k_d \) in Eq. (16). This comparison can be used to verify the fitting parameters of Eq. (20).

### Table 1. The Parameters Employed in the Calculations of Eq. (9). \( T_m(x) \) and \( \Theta(x) \) are in K, \( S_m(x) \) in \( Jg\text{-}atom^{-1}\cdot K^{-1} \), and \( h \) is in nm

<table>
<thead>
<tr>
<th></th>
<th>( T_m(x) ) [57]</th>
<th>( \Theta(x) ) [58]</th>
<th>( S_m(x) ) [58]</th>
<th>( h ) [57]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>1811</td>
<td>388</td>
<td>7.628</td>
<td>0.2482</td>
</tr>
<tr>
<td>Co</td>
<td>1768</td>
<td>400</td>
<td>9.157</td>
<td>0.2507</td>
</tr>
<tr>
<td>Ni</td>
<td>1726</td>
<td>10.12</td>
<td>0.2492</td>
<td></td>
</tr>
</tbody>
</table>
2.2.2. Verification of Model

Fig. (2a,b) show the comparisons of $\chi(D)$ and $H(D)$ functions of Fe and Ni between Eq. (20) and experimental data, respectively. When experimental $\chi_0$ values are known, they are used in our fitting. However, our estimated $k_d$ values more or less differ from the corresponding literatures due to different function forms between Eq. (16) and Eq. (20) as shown in the corresponding figure captions. To clarify, the fitted parameters from literatures in terms of Eq. (16) are shown as dashed lines in the figure. Although our fitting results with the above phenomenological model are only roughly in agreement with experimental results, the tendency that there is a maximum in $\chi(D)$ and $H(D)$ functions in the range of 15-30 nm implies that the interplay between dislocation and grain-boundary processes occurs during deformation and their contributions on $\chi$ vary as size changes [79-82]. Namely, as $D$ decreases to about 10 nm, grain-boundary weakening is present [82] and $\chi(D)$ and $H(D)$ values drop gradually.

For large $D$, Eq. (20) can be approximated by $\chi(D) = \chi_0'' + k_{d0}D^{1/2} - 2hH_0(R^2a)$ [Eq. (16)] where $k_{d0}$ appears both in $D^{-1}$ term and $D^{3/2}$ term. The latter should denote the temperature effect. Since $k_{d0} > 10k_{c0}$, $k_c$ as a coefficient of $D^{-1}$ has little effect on $\chi(D)$. Note also that $\chi_0'' > 10k_{c0}$ (see the captions of the figures), a weak effect of $k_c$ on $\chi_0$ is also evident. Thus, the change of $\chi(D)-D^{1/2}$ curve in Eq. (16) is essentially induced by temperature effect on $k_{d0}$. This analysis leads to a further simplification of the above equation,

$$\chi(D) = \chi_0 + k_{d0}D^{1/2}(1-c/d)$$

(24)

where $c = 2hH_0(R^2a)/\chi_0''$, $\chi_0'' + k_{d0}$ and $k_{d0}$ are from Eq. (24), Eq. (16) has neglected the term of $cD^{3/2}$. Since $c < 10$, Eq. (16) has little error when $D > 100$ nm. Eq. (24) implies that there is no maximum in $\chi(D)$ curve at $D > 100$ nm.

The Eq. (20) indicates that while $T_1$ is a constant, a material with a higher $H_m$ value has a larger $\chi_{max}$ yet a smaller $D_{max}^{-1/2}$, and a stronger grain boundary strengthening as $D$ decreases, which in turn leads to an early grain boundary softening at larger $D$ value.

3. FERROMAGNETIC PROPERTIES

Origin of ferromagnetism is the interplay among the electronic spin degree of freedom, the repulsive Coulomb interactions among electrons, and the fermionic quantum statistics of electrons [83]. Because magnetic order is associated with the strong repulsive Coulomb interactions among electrons, it can persist to a very high temperature. Below the temperature, very often the quantum ground state of a many-electron system has nonzero local spin density, which is aligned either in the same direction in space at every point in the system (like simple ferromagnets), or is noncollinear, such as ferrimagnetic, or antiferromagnetic materials in configurations, in which the spin direction varies spatially [83].

The density-function theory can be utilized due to increased computer power to illustrate the strong-coupling phenomenon of ferromagnetism, which includes the spin-density-functional generalization where energy functions depend on charge and spin densities [83]. Although density-functional theory is exact in principle, its application requires approximation of exchange-correlation energy, which can partially be phenomenological and are normally based in part on microscopic calculations of correlation effects in the electron-gas model system [83,84].

The Weiss theory of the molecular field published in 1907 is the key development in phenomenological descrip-
tion of ferromagnetism [85]. Although Weiss himself did not make any specific prediction about the origin of the molecular field in terms of atomic forces, but he did explain the principal aspects of ferromagnetism by means of two assumptions of existences of the molecular field and domain structure. In 1926, on the basis of the prerequisite that the S-spin is T-independent and magnetic field independent, Heisenberg interpreted the molecular field in terms of exchange forces, namely the Heisenberg model [86], which extends description of the magnetic properties also for the 3d-transition metal magnets (Cr to Ni) and their compounds.

In terms of the Heisenberg model, the total energy of magnetic body consists of the exchange interaction energy $E_{exc}$, the anisotropy energy $E_{ani}$, the magnetostatic energy $E_s$ and the Zeeman energy, $E_z$ [87]. The magnetic configuration is determined by minimizing the total magnetic energy. $E_{exc}$ originates from the Coulomb interaction under consideration of the Pauli exclusion principle and the antisymmetry of the total electronic wave function [87], which is usually written as [88],

$$E_{exc} = -2\sum J_{ij} S_i S_j$$

(25)

where $J$ is the exchange constant or exchange coefficient between atoms $i$ and $j$, and $S_i$ is the S-spin of atom $i$. In the most cases, it is sufficient to consider only the exchange interaction between spins on nearest-neighbor atoms. $J$ is strongly related to the overlap of the two atoms and hence to $h$, or $J = J(h)$. The $J$ of 3d metals is big where there is a large extent of 3d-electron charges [89,90], which is confirmed by the quantum-mechanical calculations based on the Heitler-London approach [91]. An example of the Bethe-Slater curve is shown in Fig. (3) where $r$ denotes the radius of the incompletely filled d shell. As indicated in the figure, a large value of $h/r$ corresponds to a positive $J$ like ferromagnetic 3d elements Ni, Co, Fe (parallel moment arrangements), whereas for small values it was negative like antiferromagnetic elements Mn and Cr (antiparallel moment arrangements).

Due to the isotropic nature of exchange interaction, exchange interaction does not force the spins to turn to a certain direction. $E_{exc}$ are scaled by the exchange length $L_{exc}$ [86],

$$L_{exc} = \left[2A/(\mu_0 M_s^3)\right]^{1/2}$$

(26)

with $A = 2JS_i S_j / a$ being the exchange stiffness, where $a$ is the lattice constant, $\mu_0$ is the permeability of the vacuum, and $M_s$ the saturation magnetization.

$E_{ani}$ denotes the energy that directs the magnetization along certain crystallographic axes (the easy axes of magnetization) [86], which is a small fraction of the total energy per atom in solids ($\approx 10$ eV/atom) but important [92], and is scaled by anisotropy length or the domain wall length $L_w$,

$$L_w = (A/K)^{1/2}$$

(27)

where $K$ is the anisotropy constant. $E_{ani}$ increases when the magnetic moment deviates from the easy direction.

In comparison with $E_{exc}$, $E_s$ is induced by dipole-dipole interactions and is smaller but long ranged. If the magnetic domain configuration entails a null net magnetic moment, $E_s$ is minimized, for the example of magnetic vortex state, in which the magnetic stray field essentially vanishes with $E_s = 0$. In addition, $E_z$ is negligible for the remanence state.

When $D$ is comparable with characteristic lengths such as $L_w$ and $L_{exc}$, which are about several and several ten nanometers, respectively, the magnetic properties of nanocrystals, such as the magnetization, the order temperature, the magnetic moment and the coercivity, dramatically deviate from the bulk counterparts, which are reviewed in this section.

### 3.1. Size Effects on Phase Stability of FM Nanocrystals

#### 3.1.1. Experiment Results

The phase stability of FM nanocrystals, denoted by the Curie temperature $T_c$, is an important physical quantum to characterize FM. $T_c(D)$ functions of Fe, Co, and Ni transition nanocrystals, rare-earth nanometals like Gd and Tb, and their alloys and compounds have been investigated experimentally. Commonly, the monolayer or multilayer magnetic films are epitaxially grown on or between nonmagnetic materials like noble metals, nonmagnetic transition metals, semiconductors, as well as insulator substrates, such as Fe/SiO [93], Fe/Cu(001) [94], Fe/Ag(001) [94], Fe/Au(100) [95], Fe/Pd(100) [96], Fe/Ag(111) [97], Fe/Ag(100) [98], Co/Cu(100) [99], Co/Cu(111) [100,101], Co/Cu(001) [101,102], Ni/Cu(100) [101], Ni/Cu(001) [102], Ni/Cu(111) [103], Ni/W(110) [104], Co/Ni/Cu(100) [101], Co$_2$Ni$_4$/Cu(100) [101], Co$_2$Ni$_4$/Cu(100) [101], Gd/W(110) [105], Gd/W [106], Nb/Gd [107], and Gd/Y(0001) [108] systems. Other low-dimensional nanocrystals, i.e. Ni nanorods [109,110] and nanoparticles [110,111], Gd [112], Fe$_2$O$_3$ [113], and MnFe$_2$O$_4$ [114] nanoparticles have been studied. Their structures and properties are determined by various techniques like magnetometry, spin-polarized photoemission, the magneto-optical Kerr effect, and ac-susceptometry experiments, as well as more improved methods such as the ferromagnetic resonance, the conversion-electron Mössbauer spectroscopy, X-ray magnetic circular dichroism, the resonance magnetic X-ray spectroscopy, the magnetic force microscopy, etc. Generally, for free nanocrystals and thin films deposited on nonmagnetic substrates, $T_c(D)$ drops as $D$ and $d$ are reduced. Whereas for FM nanocrystals deposited epitaxially on the magnetic substrates, enhanced $T_c(D)$ function has been observed, for the example of Ni/Co heterogeneous system [115], in which $T_c(D)$ of Ni increases 60 K as $D$ varies from 10 to 5 nm, where $D$ of Co...
layer stays at 15 nm. Hernando et al. introduced the concept of exchange interface thickness (EIT) to present a possible qualitative explanation [115]. EIT can be defined as that along which \( J_e \) evolves from \( J_a \) to \( J_b \), where subscripts A and B denote bulk A and B phase, respectively. The characteristics of EIT are great interest to understand the magnetic behavior of multilayer magnetic system [116,117] as well as to improve understanding of exchange between ferromagnetic layers through paramagnetic spacers [118,119]. EIT is expected to be restricted to \( h-2h \), and its influence on the macroscopic magnetic properties should be noticeable in those samples with outstanding interface area per unit volume, such as the coercivity and \( T_c \) [115].

### 3.1.2. Theoretical Models

The pioneering theoretical work for underlying mechanisms of \( T_c(D) \) function was developed by Fisher and his co-workers [120], in which the spin-spin correlation length \( \xi(T) = \xi_0(1-T/T_c)^{1/11} \) is defined as the distance from a point beyond which there is no further correlation of a physical property associated with that point, \( \xi_0 \) is a microscopic length, and \( \lambda \) is a universal critical exponent [120]. This scaling relationship predicts a drop of \( T_c(D) \) when \( \xi > D \). As far as thin films are concerned, the above mechanism has given rise to a step function for \( T_c(D) \) with two adjustable parameters \( \xi \) and \( \lambda \) [120,121]. When \( d = 2 \) then for the case \( D > \xi \)

\[
T_c(D)/T_c(\infty) = 1 - [(\xi + h)/(2D)]^\lambda
\]  

(28)

and for the case \( D < \xi \),

\[
T_c(D)/T_c(\infty) = (D-h)/(2\xi)
\]  

(29)

While \( d = 0 \), \( T_c(D) \) function has been proposed as [122],

\[
T_c(D)/T_c(\infty) = 1 - (3\Delta L)/(2D)
\]  

(30)

where \( \Delta L \) is the thickness of surface layer of nanoparticles, which characterizes the effect of the surface layer on \( T_c(D) \) function. However, this model with a constant \( \Delta L \) cannot satisfactorily describe the \( T_c(D) \) function of Fe3O4 nanoparticles in the full size range [122].

Sun et al. have established a unified model to consider \( T_c(D) \) by incorporating BOLS correlation mechanism into the Ising premise, which has the same form of Eq. (5) [113] as

\[
T_c(D)/T_c(\infty) = 1 + \sum_{i,j=3}^n \{ c_i q_i q_j - 1 \}
\]

(31)

for functions of free nanocrystals with different \( D \) values are predicted with good correspondence of experimental results [113]. Since there is an adjustable parameter in the equation, further efforts are made to develop a model without free parameter. Based on the size-dependent cohesive energy function, a \( T_c(D) \) model for the case of \( d = 2 \) has been given as [123],

\[
T_c(D)/T_c(\infty) = \left[ 1 - 1/[2D/(c_h - 1)] \right] \exp \left[ (-2S_h/(3R))/[2D/(c_h - 1)] \right]
\]  

(32)

where \( S_h \) is the bulk evaporation entropy of crystals. \( c_i \) is added as an additional condition for different surface states. For the nanocrystals with free surfaces, \( c_i = 1 \). When the interface interaction between nanocrystals and the corresponding substrate is weak, such as thin films deposited on inert substrates, the film/substrate interaction is weak van der Waals forces while the inner interactions within the thin films are strong chemical bonds, \( c_i = 1/2 \). If this strength on the interface is comparable with that within films, \( c_i \) varies to some extent [123]. For more complicated interfaces, \( c_i \) may be considered casewise between 1/2 and 1. Eq. (31) has presented a qualitative explanation for drop of \( T_c(D) \) function of nanocrystals with decreasing of \( D \).

In addition, another theoretical model, a finite-size scaling relationship [100,101], has also been proposed for reproducing \( T_c(D) \) functions of Co/Ni alloys,

\[
[T_c(\infty)-T_c(D)]/T_c(D) = [(D-D')/\xi_0]^{\lambda/3}
\]  

(32)

with \( D' \) denoting a finite thickness of films at \( T_c(D) = 0 \). Although Eq. (32) can also fit experimental data of Co, CoNi1, CoNi1.3 and CoNi4 [100,101], it strictly hold only in the large size limit of \( D \) with the help of three fit parameters \( D' \), \( \xi_0 \), and \( \lambda \), which are case dependent without clear physical meanings [100,101].

### 3.1.3. Lattice Vibration Instability Model for \( T_c(D) \)

It is well known that near \( T_c \), there exist two opposite forces: the ordering force due to the exchange interaction of magnetic moments, and the disordering force of lattice thermal vibrations. Based on the mean-field approximation [121,124],

\[
k_B T_c(\infty) = E_{exc}(\infty)
\]  

(33)

The average thermal vibrational energy is related to \( T_c(\infty) \) by an equipartition relation of \( m_a(2\pi \nu_e)^2 \sigma(T) = k_B T_c[51] \), where \( m_a \) is the atomic mass, \( \nu_e \) is the Einstein frequency, and \( k_B \) is the Boltzmann constant. In terms of this relationship and Eq. (33), at \( T_c(\infty) \), the thermal vibration of atoms will destroy the magnetic ordering induced by the exchange interaction of nearest-neighbor atoms, \( \sigma(2\pi \nu_e)^2 = k_B T_c(\infty)/[m_a(2\pi \nu_e)^2] = E_{exc}(\infty)/[m_a(2\pi \nu_e)^2] \). Similarly, based on Lindemann’s basic assumption that melting occurs when \( \sigma \) reaches a fraction of \( h/f \), at \( T_m(\infty) \),

\[
k_B T_m(\infty) = k_B T_c(\infty)/[m_a(2\pi \nu_e)^2] = (h/f)^2 \text{ and } \Theta_m(\infty) = fT_m(\infty)/[m_a(2\pi \nu_e)^2]^{1/2}
\]

(124). In terms of above three relationships and an assumption that \( E_{exc}(\infty)/[2\pi \nu_e]^2 \) is equal to a constant, one can obtain [124],

\[
T_c(\infty) = \Theta_0(\infty)/\Theta_m(\infty)
\]

(34)

If FM nanocrystals remain the corresponding bulk structure, the equation can be extended to nanometer size, \( T_c(D) = \Theta_0(D)/\Theta_m(D) \). Thus,

\[
T_c(D)/T_c(\infty) = \Theta_0(D)/\Theta_m(\infty)
\]

(35)

Substituting Eq. (9) into this equation leads to [124],

\[
T_c(D)/T_c(\infty) = E_{exc}(D)/E_{exc}(\infty) = \exp[-(a-1)/(D/D_0 - 1)]
\]  

(34)

For metallic or compound crystals with free surfaces, \( a_i \) is determined by Eq. (11). For FM or AFM films epitaxially grown on substrates, the corresponding \( a_i \) must be considered since the atomic vibration at interface differs from that at free surfaces. Based on the Ising model, let the subscript ‘i’ denotes the interface, ‘sub’ the substrate and ‘s’ the surface, the simplest case is that only the surface/interface coupling constant \( J_s/J_{sub} \) differs from the rest [125]. For the sake of simplicity, the effect induced by EIT is neglected while \( J_s = J_e + J_{sub} \) is assumed as a first approximation. Thus, \( a_i = \)
\[ \sigma^2(D)/\sigma^2(0) = \alpha_0 \sigma^2(D)/\sigma^2(0) \] in light of the definition of \( \alpha \) where \( \alpha_0 = \sigma^2(D)/\sigma^2(0) \). Since \( J \approx \varepsilon [125-127] \) while \( \varepsilon \approx 1/\sigma^2 [127] \), \( \sigma^2(D) \approx 1/J \). Thus, \( \sigma^2(D) \approx 1/J_i \), and \( \sigma^2(0) \approx 1/J_i \). As a consequence, \( \sigma^2(D)/\sigma^2(0) = J/J_i \), or,

\[
\alpha_0 = \frac{\sigma_i}{J_i} \tag{35}
\]

If the effects induced by surface and interface on \( T_c(D) \) are additive, according to Eq. (34), it reads,

\[
T_c(D)/T_c(\infty) = \left[ \exp[-(\alpha_i-1)/J(D/D_0-1)] + \exp[-(\alpha_i-1)/(D/D_0-1)] \right] / 2 \tag{36}
\]

Note that Eq. (36) is only used for the case of thin films while the side surfaces are neglected due to their small percentage of the total surface. For nanoparticles and nanorods, the contribution of substrates on \( T_c(D) \) is neglected due to the small fraction of interface/surface. In this case, Eq. (34) is directly used. In the following, although \( T_c(D) \) function is denoted as Eq. (36), when the considered systems are nanoparticles and nanorods, \( \alpha = \alpha_i \), and thus Eq. (34) = Eq. (36) [124].

### 3.1.4. Verification of \( T_c(D) \) Function

Fig. (4a-d) present comparisons of \( T_c(D) \) functions predicted from Eq. (36) and available experimental evidence for Ni, Fe3O4 and MnFe2O4 nanoparticles, Ni nanorods, and Fe, Co, CoNi, CoNi2, CoNi3, CoNi9. Ni thin films deposited on a nonmagnetic metal substrates. For an epitaxial FM film on a magnetic inert substrate with negligible lattice mismatch, exchange interaction between them is assumed to be absent because the surface and the film/substrate interface are magnetically similar [123,124,128]. Thus, \( \alpha_i = \alpha \) in terms of Eq. (35) with \( J_i = J \) and \( J_{sub} = 0 \). On the other side, for this kind of epitaxial films, the interaction strength at the film/substrate interface is comparable with the inner one [123,124], which results in disappearance of the interface in the above meaning. Thus, the critical size of the epitaxial films is \( D_0/2 \) [123,124,127].

As shown in this figure, Eq. (36) is quantitatively consistent with the experimental results. The good agreement between Eq. (36) and the experimental data implies that the depression of \( T_c(D) \) of Fe, Co and Ni, CoNi alloy epitaxial films on nonmagnetic metallic substrates should mainly be
attributed to the free surface effect of nanocrystals because of the reduction in the spin interaction number at the surface in comparison with that in the interior [113,121-124]. Although Eq. (5) and Eqs. (28)-(30) can also fit the experimental results of FM nanocrystals [113,121-123], some adjustable parameters, such as \( w \) in Eq. (5), \( \xi \) and \( \lambda \) in Eqs. (28) and (29), \( \Delta L \) in Eq. (30) are needed. The utilization of these experimentally fitted parameters could mislead understanding of the related physical nature since they actually consist of several factors.

In terms of this model, the phase stability of FM nanocrystals is strongly dependent on \( CN \) reduction in the perpendicular direction of ultrathin films [97,98]. The different broken translational symmetries with different facets and \( CN \) bring out the change of \( T_c(D) \) with different extent in light of the classic broken-bond rule [129,130]. This is the case of \( T_c(D) \) function of Fe nanocrystals shown in Fig. (4a) [93-98]. It should be noted that although \( T_c(\infty) \) [123] and \( S_{m}(\infty) \) [48] values of alloys are roughly estimated by their algebraic sum of elements, however, Fig. (4b) still presents Eq. (36) corresponding to experimental evidence well. This interesting result shows that for these alloys, algebra mean value has little error in comparison with the real value due to the similarity of elements consisting the alloys.

Fig. (4c) compares \( T_c(D) \) function of Ni nanocrystals with different \( d \) between the experimental results and Eq. (36). \( T_c(D) \) decreases with \( D \) and the decrease is stronger as \( d \) drops. Since the freestanding crystals have larger surface/volume ratio, their size dependences are stronger than that of crystals supported by substrates. However, this dimension effect has been neglected in Eqs. (28)-(31).

Besides the aforementioned metals, \( T_c(D) \) functions of nanooxides of Fe\(_2\)O\(_4\) [122] and MnFe\(_2\)O\(_4\) [114] are given in Fig. (4d). The change tendencies are the same.

**Table 2.** The Parameters Utilized in the Calculations of Eq. (36) for FM Materials (\( T_c(\infty) \) is in K, \( S_m(\infty) \) in J·g−1·K−1, and \( h \) is in nm)

<table>
<thead>
<tr>
<th></th>
<th>( T_c(\infty) ) [123,124]</th>
<th>( S_m(\infty) ) *</th>
<th>( h(\text{nm}) ) *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>1043</td>
<td>7.628</td>
<td>0.2483</td>
</tr>
<tr>
<td>Co</td>
<td>1404</td>
<td>9.157</td>
<td>0.2497</td>
</tr>
<tr>
<td>Ni</td>
<td>630</td>
<td>10.12</td>
<td>0.2492</td>
</tr>
<tr>
<td>Gd</td>
<td>289</td>
<td>6.341</td>
<td>0.3575</td>
</tr>
<tr>
<td>Tb</td>
<td>230</td>
<td>6.626</td>
<td>0.3525</td>
</tr>
<tr>
<td>CoNi</td>
<td>1018</td>
<td>9.638</td>
<td>0.2495</td>
</tr>
<tr>
<td>CoNi(_3)</td>
<td>824.3</td>
<td>9.879</td>
<td>0.2493</td>
</tr>
<tr>
<td>CoNi(_4)</td>
<td>708.3</td>
<td>10.02</td>
<td>0.2493</td>
</tr>
<tr>
<td>Fe(_2)O(_4)</td>
<td>860</td>
<td>10.55</td>
<td>0.2220</td>
</tr>
<tr>
<td>MnFe(_2)O(_4)</td>
<td>573 [114]</td>
<td>10.55</td>
<td>0.2223</td>
</tr>
</tbody>
</table>

*The values of \( S_m(\infty) \) are taken from Ref. [57].

\[ S_{m}(\infty) = (S_{m,C}(\infty) + n S_{m,N}(\infty))(1+n) \]

where \( n \) denotes the number of Ni atoms in the compounds.

*Since no experimental data of \( S_{m,\text{Fe}_2\text{O}_4}(\infty) \) or \( S_{m,\text{MnFe}_2\text{O}_4}(\infty) \) are in hand, \( S_{m,\text{Fe}_2\text{O}_4}(\infty) \) is approximated equal to \( S_{m,\text{Fe}_3\text{O}_4}(\infty) \).

The \( h \) values are cited from Ref. [57] for elements and Refs. [113,121,124] for compounds.

Fig. (5) shows \( T_c(D) \) functions of Gd and Tb rare earth nanocrystals between Eq. (36) and the corresponding experimental data. The wide distribution of \( T_c(D) \) of Gd nanocrystals indicates that the film morphology [108] and the lattice misfit at Gd film/substrate interface [105] affect \( T_c(D) \) of Gd, which have been neglected in this model for simplicity.

Considering again the relationship of \( \exp(-x) = 1-x \) when \( x \) is small enough, under the condition that \( D >> D_0 \), Eq. (36) can be simplified as,

\[ T_c(D)/T_c(\infty) = 1(\alpha_1+\alpha_2)D_0/(2D) \]  

(37)

Comparing Eq. (37) with the scaling law of Eq. (28) for thin films with \( D > \xi \), \( T_c(D) \) follows a power law curve with \( \lambda = 1 \) [121]. Thus, Eq. (28) can be rewritten as \( T_c(D)/T_c(\infty) = 1(\alpha_1+\alpha_2)D_0/(2D) \) [121]. Associated with this relationship and Eq. (37), \( \xi = (\alpha_1+\alpha_2)D_0/h \). For Fe, Co, Ni thin films, \( \xi \approx 0.4048, 0.5531, 0.6322 \) nm, respectively, which are approximately consistent with experimental and theoretical values of 0.4583, 0.3962, 0.7048 nm [121].
Eq. (37) has a similar form of Eq. (30) for nanoparticles. Combining Eqs. (30) and (37), \( \Delta L = 2(\alpha_i \Delta L_i)/3 \), or \( \Delta L \) is relation to \( S_{\text{ vib}} \) and \( h \). Substituting these parameters into this equation, \( \Delta L = 0.8084, 0.9692, 0.7521, 0.7512 \) and 1.541 nm for Ni, Gd, MnFeO_4, Fe_3O_4 and CuO nanoparticles, respectively, namely, \( \Delta L = 3h \). Thus, when \( D \) is larger than several nanometers, Eq. (30) can be rewritten as \( T_s(D)/T_s(\infty) = 1-(9h)/2(2D) \), which becomes a pure geometrical equation and emphasizes the surface contribution on \( T_s(D) \) function. Note that when Eqs. (5) and (37) are compared, \( \sum_{i=3}^{\infty} n_i(z_i q_i^w - 1) = -(\alpha_i+\alpha_w-2) \). Obviously, \( w \) is a function of surface/interface conditions, which has been taken as an adjustable constant in Eq. (5).

Compared with the previous models [113,121-123], this unified model without any adjustable parameter can be utilized to predict the effects of dimension and interface on \( T_s(D) \) function through introducing the parameter \( D_0 \) and \( \alpha \), respectively. When \( 0 < \alpha < 1 \), \( T_s(D) \) increases with decreasing \( D \), while contrary occurs when \( \alpha > 1 \), which is determined by the common effects of both surface and film/substrate interface with different interface interaction strengths. Furthermore, when Eq. (37) is reasonable, the adjustable parameters appeared in Eqs. (28)-(30) and (5) could be quantitatively determined with more exact physical meaning.

3.2. Size Dependent Magnetic Properties of FM Nanocrystals

3.2.1. Magnetization

Magnetization is a property of magnets that describes to what extent they are affected by external magnetic field, which causes the spins within a material to align with the field. The maximum value of the magnetization in this state is called the saturation magnetization \( M_s \). As the magnitude of the magnetic field decreases, spins cease to be aligned with the field, and the total magnetization decreases. In ferromagnets, a residual magnetic moment remains at zero field. The corresponding value is called the remanent magnetization \( M_r \).

Based on the molecular field, the \( T \)-dependent spontaneous magnetization can be approximated in terms of the Brillouin function \( B_s(y) \) [88],

\[
M(T) = N g S B_s(y) \tag{38}
\]

where \( B_s(y) = \frac{2S+1}{2S} \coth\left(\frac{2S+y}{2S}\right) - \frac{1}{2S} \coth\left(\frac{y}{2S}\right) \), and

\[
y = 2g S \mu_B F_m/k_B T
\]

where \( N \) is the number of molecules per unit volume, and \( g \) is the Landé spectroscopic \( g \)-factor, \( S \) is the spin quantum number of the atom, \( \mu_B \) is the Bohr magneton, \( F_m \) is the molecular field. If \( T \leq 0.8 T_C \), \( M(\infty,T) = M(\infty,T) \). As \( T \rightarrow 0 \), Eq. (38) can be simplified as [88],

\[
M(\infty,T) = M(\infty,T) = N g S(\infty) \mu_B \tag{39}
\]

with \( B_s(y) = 1 \). If the orbital angular momentum is completely quenched, the total effective angular momentum of the atom is specified by \( S \), and \( g = 2 \) [85,88].

When \( D \) drops, \( M_s(D,T \rightarrow 0) \) of FM nanocrystals varies dramatically. Generally, \( M_s(D,T \rightarrow 0) \) increases with quantized features at low \( T \) [132-134] for FM metals, particularly of the 3d series, which have itinerant moments and the magnitude of the moment is affected by details of the band structure. Pauling [135] and Goldschmidt [136] premises that \( h \) would shrink by 12%, 4% and 3% if the \( CN \) of an atom reduces from 12 to 4, 6 and 8, respectively, which causes the 3d electrons to be more localized, and hence produces larger magnetic moment per atom than bulk. For instance, compared with the Ni, Co and Fe bulk moments of 0.6\( \mu_B \), 1.7\( \mu_B \) and 2.2\( \mu_B \) [88], respectively, the average magnetic moment per atom (the \( M_s \) per atom) increases to 1.05\( \mu_B \), 2.35\( \mu_B \) and 3.1\( \mu_B \) as the cluster size is decreased from 700 atoms to 30 atoms [137]. \( M_s \) of a 1.8 nm sized Co particles is about 30% higher than that of the bulk [132]. \( M_s \) of Fe-Ni alloy films at 77 < \( T < 570 \) K increases gradually when \( D \) is dropped from 75 to 35 nm [138]. In a Stern-Gerlach experiment conducted at 22 K, \( M_s \) of freestanding Fe nanoclusters containing 2-17 atoms to be larger than that of the bulk counterparts [133].

Furthermore, the rather abrupt termination at the surface also causes quantum mechanical electronic shock waves to propagate into particles or thin films in the form of spatially oscillating charge- and spin-density waves [134,137]. If the localization probability is proportional to \( e \), then the densely localized electrons contribute to \( S \) [134]. Using a shell structure in BOLS correlation that calculates the magnetic moment of every atom layer-by-layer leads to \( M_s(D,T) \) at very low \( T \) [134],

\[
M_s(D,T) = M_s(\infty,T) + 1 + \sum_{i=2}^{\infty} \mu_i(q_i^w - 1) \tag{40}
\]

According to Eq. (40), \( M_s(D,T) \) functions of nanocrystals is presented in Fig. (6). Agreement with computer simulation results is found. This is also confirmed by the calculations based on the tight binding approximation [139].

In contrast, ionic compounds are characterized by spatially localized valence electrons. Their distribution in atomic-like orbitals in accordance with Hund’s rules results in well-defined, localized moments on each magnetic ion. Thus, at low \( T \), the moment of each ion is less sensitive to the proximity of a surface [140]. However, due to imperfection of \( CN \) of surface ions, the orientation of each moment can be altered, which results in a disordered spin configuration near the surface and a reduced net moment as compared to bulk materials [141-143].

Whereas \( M_s(D,T_0) \) of FM nanocrystals decreases with dropping \( D \), remarkable reductions of \( M_s(D,T_0) \) of Fe-Ni invar alloy (< 40 nm) [144], Ni thin films [145,146] and Fe, Co and Ni nanoparticles [147] have been found. In addition, \( M_s(D,T_0) \) of \( \gamma \)-Fe_2O_3 [148], Fe_3O_4 [149-151], CoFe_2O_4 [152,153] and MnFe_2O_4 [154,155] ferromagnetic oxide nanoparticles have the same tendency with \( D \). To clarify this phenomenon, Coey et al. firstly proposed a random canting of the particles surface spins that is caused by competing antiferromagnetic exchange interactions at the surface [156].
Since then, the problem has been revisited with arguments in favor of a surface origin [157] and in favor of a finite size effect [158]. However, no clear conclusions about it have been given yet [159]. Recently, Kodama et al. proposed a disordered surface spin structure model to illustrate the low $M_s$ of NiFe$_2$O$_4$ nanoparticles [160], while Mamiya et al. attributed the low $M_s$ of $\varepsilon$-Fe$_3$N nanoparticles to dipolar inter-particle interactions [161]. When a core-shell structure is assumed, where the shell layer (non-magnetic layer) has a fitting thickness $t_0$ with lower $M_s$ than the corresponding bulk one [114], Tang et al. derived an empirical relationship [114],

$$M_s(D, T) / M_s(\infty, T) = 1 - 6t_0/D$$

(41)
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Fig. (6). $M_s(D, T)$ function at $k_B T J_{exc} = 1$ [134]. (Reproduced with permission from Ref. [134]. Copyright 2005, Elsevier).

Recently, $M_s(D)$ is related to $T_a(D)$ by incorporating BOLS correlation mechanism into the Ising model and the Brillouin function with $\varepsilon(S, T) = 4$ for FM crystals at $T_a$ [134,162], $\Delta M_s(D, T) / M_s(\infty, T) = \varepsilon(S, T) \sum_{i<s} n_i(z_o q_i^{-n} - 1)$. In reality, the reduced $D$ results in enhancement of $S$ due to the contribution from the charge localization, which suggests taking responsibility of $M_s(D)$ enhancement at very low $T$ [134,162], as the aforesaid. However, the size effect on $S$ becomes insignificant compared with that of $E_{exc}$ at $T_a$ where $E_{exc}$ dominates the magnetic behavior. Thus, $\varepsilon(S, T_a) = 4$ as a constant is taken. If $F_{in} \approx E_{exc}$ or $F_{in} = pE_{exc}$, Eq. (38) can be rewritten as $M_s(T) = \frac{NgS}{2} \sum_{i<s} \frac{(2S + 1)g_i h_i p_{exc}}{kT} \left[ \frac{1 + 1}{2S} \coth \left( \frac{(2S + 1)g_i h_i p_{exc}}{2kT} \right) - \coth \left( \frac{g_i h_i p_{exc}}{2S} \right) \right]$. Differentiating it against $E_{exc}(D)$ leads to $M_s(D, T)$ in the mid $T$ region [134,162],

$$\frac{M_s(D, T)}{M_s(\infty, T)} = \varepsilon(S, T) \frac{E_{exc}(D)}{E_{exc}(\infty)}$$

(42)

In terms of Eqs. (34) and (42), it reads,

$$M_s(D, T) / M_s(\infty, T) = 4\exp[-(\alpha-1)(D/D_0-1)] - 3$$

(43)
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Fig. (7). Comparisons of $M_s(D, T_a)$ function between model predictions according to Eq. (43) and available experimental results for Eq. (43) and available experimental results for Fe nanoparticles (■ [147]), Co nanoparticles (● [147]), Ni nanoparticles (▲ [147]) and thin films (● [145] and △ [146]). For Fe, Co and Ni nanoparticles, $T_d = 1.612, 1.734, 1.811$ in terms of Eq. (11), $D_0 = 1.489, 1.504, 1.495$ nm according to Eq. (8) with $d = 0$; For Ni films deposited on glass substrates, $T_d = 1.811$ in light of Eq. (35) with $J_{z} = J$ and $J_{sub} = 0$, and $D_0 = (2h)/2 = 0.2492$ nm in terms of Eq. (8) with $d = 2$. The necessary parameters utilized in the calculations are listed in Table 3.

Fig. (7a-c) show the comparisons of $M_s(D, T_a)$ functions between Eq. (43) and available experimental results for Fe, Co, Ni nanocrystals (nanoparticles and thin films), where the necessary parameters utilized in the calculations are listed in Table 3.

As shown in this figure, $M_s(D, T_a)$ decreases as $D$ and $d$ is reduced. For Co nanoparticles, error is big when $D < 30$ nm and the reason may be related to the structural transformation from the bulk hcp structure to a fcc one in nanometer size [146,147].
Table 3. The Necessary Parameters Employed in Eq. (43) \((M_s(\infty, T_a)\) is in emu g\(^{-1}\), \(S_{vib}\) and \(h\) in J g\(^{-1}\) Atom\(^{-1}\) K\(^{-1}\) and nm, Respectively)

<table>
<thead>
<tr>
<th></th>
<th>(M_s(\infty, T_a)) [146]</th>
<th>(S_{vib}(\infty))</th>
<th>(h) [146]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>171.0</td>
<td>7.628</td>
<td>0.2482</td>
</tr>
<tr>
<td>Co</td>
<td>143.0</td>
<td>9.157</td>
<td>0.2506</td>
</tr>
<tr>
<td>Ni</td>
<td>48.5</td>
<td>10.12</td>
<td>0.2492</td>
</tr>
<tr>
<td>(\gamma)-Fe(_2)O(_3)</td>
<td>76.0</td>
<td>5.704</td>
<td>0.1850</td>
</tr>
<tr>
<td>Fe(_3)O(_4)</td>
<td>92.0</td>
<td>10.55</td>
<td>0.1890</td>
</tr>
<tr>
<td>MnFe(_2)O(_4)</td>
<td>80.0</td>
<td>10.55</td>
<td>0.2293</td>
</tr>
<tr>
<td>CoFe(_2)O(_4)</td>
<td>75.0</td>
<td>10.55</td>
<td>0.2264</td>
</tr>
</tbody>
</table>

Similar results can be obtained for \(M_s(D, T_a)\) of ferrimagnetic \(\gamma\)-Fe\(_2\)O\(_3\) [148], Fe\(_3\)O\(_4\) [14-151], CoFe\(_2\)O\(_4\) [152,153] and MnFe\(_2\)O\(_4\) [114,154,155] nanooxides, of which the comparisons between model predictions of Eq. (43) and available experimental evidence are shown in Fig. (8).

Using \(\exp (-x) = 1-x\) into Eq. (43), \(M_s(D, T_a)/M_s(\infty, T_a) = 1-8S_{vib}(\infty)D_0/(3R)\). Let the equation be equal to zero, or \(M_s(t_0, T_a) = 0\), there is,

\[t_0 = 8S_{vib}(\infty)D_0/(3R)\] (44)

Taking the related data into Eq. (44), \(t_0 = 2.075\) and \(t_0 = 4.4\) nm for \(\gamma\)-Fe\(_2\)O\(_3\) and MnFe\(_2\)O\(_4\) nanoparticles, respectively, which are approximately consistent with \(t_0 = 3.42\) nm for \(\gamma\)-Fe\(_2\)O\(_3\) and \(t_0 = 3.60\) nm for MnFe\(_2\)O\(_4\) determined by Eq. (41).

In terms of Eqs. (34) and (42), there is,

\[M_s(D, T_a)/M_s(\infty, T_a) = 4T_c(D)/T_c(\infty) - 3\] (45)

Eq. (45) indicates that the suppression of \(M_s(D, T_a)\) is about four times of that of \(T_c(D)\). This can be qualitatively explained as the following: On one hand, the absolute value of \(E_{exc}(D)\) drops due to the increase of surface atoms, which leads to the weakening of inter-spin interaction and thus the suppression of \(M_s(D, T_a)\) [146]; On the other hand, with rising \(T\), increased thermal vibrations tend to counteract the dipole coupling forces. Consequently, \(M_s\) gradually diminishes following the temperature dependent form of \((T_c/T-1)^{1/2}\) [120]. Because \(T_c\) decreases with \(D\) while \(T = T_a\), both of \(T_c/T\) and \(M_s\) reduce. In other words, the effect of decreasing \(D\) is equivalent to that of rising \(T\). Thus, the both effects bring out stronger suppression of \(M_s(D, T_a)\) than that of \(T_c(D)\) at \(T_a\) where the latter is only induced by reducing \(D\) [146].

3.2.2. Anisotropy

Basically, the two main sources of the magnetic anisotropy are the magnetic dipolar interaction and the spin-orbit interaction. The former is controllable by altering the shape of nanocrystals, namely the shape anisotropy. This is of particular importance in thin films, and is largely responsible for the in-plane magnetization. The latter gives rise to the crystalline anisotropy, and favors energetically alignment of the magnetization along the easy axis direction. In hcp Co, this is \(c\) axis, while in cubic systems such as Fe and Ni, easy axes...
are <100> and <111>, respectively. For FM nanocrystals, surface or interface atoms have narrowing local density of state at the Fermi level, and thus modify the surface magnetic anisotropy [28]. The phenomenological description of the effective magnetic anisotropy $K(D)$ is given by Néel model [92,163].

$$K(D) = K_v + K_t + K_i/D \quad (46)$$

where only the surface contribution is assumed to be size-dependent. This relationship represents a weighted average of the magnetic anisotropy energy of interface (surface) atoms and the inner atoms of magnetic layer with size of D.

$K_i = -3\lambda_m E_m \varepsilon_m/2$ is the strain anisotropy induced by the lattice mismatch $[h = (h - h_{ssub})/h]$ at film/substrate interface where $\lambda_m$ is the magnetostriction constant depending on the orientation and being able to be positive or negative, $\varepsilon_m$ and $E_m$ are the strain and the elastic modulus, respectively. In terms of the van der Merwe model, in which elastic as dislocation energies are considered [163,164], two regimes should be distinguished: the coherent ($D < D_c$) and incoherent ($D > D_c$) regimes, where $D_c$ denotes a film thickness at which a transition from the strained structure to a normal one occurs [163].

For the FM/substrates in the coherent regime, $\varepsilon_m = -\eta$ since the substrates is of infinite thickness [163], which is independent of D and contributes only to $K_v$ [163]. The elastic energy $U_e$ associated with the coherent interface is proportional to the strained volume. Increasing D will therefore increase $U_e$. At $D_c$, it becomes energetically more favorable to introduce misfit dislocations, which partially accommodate the lattice misfit, allowing the uniform strain to be reduced [163,165]. When $D > D_c$, $\varepsilon_m$ has been given by [163,166], $\varepsilon_m = -\eta D_v/D$, where $D_v$ is determined by the energy balance between $U_e$ and film/substrate interface energy $U_i$ [165], namely, $U_e - U_i = 0$, where $U_e = V_s E(a - a_{sub})/(3 - 3\nu_s)$, and $U_i = \gamma V_s/(D \sin \theta)$ with $\nu_s$ being the Poisson ratio and $\gamma = 4\hbar^2 \lambda_m \varepsilon_m / (3V_s R)$ where the upper bar denotes the corresponding mean quantities of films and substrates, respectively. Therefore [165], $D_v = \frac{4(1 - \nu_s) \hbar}{\sin \theta \varepsilon_m R(\alpha - \alpha_{ssub})^2}$. Combining above relationships leads to,

$$K_i = \frac{6\lambda_m E_m (1 - \nu_s) \hbar \eta}{\sin \theta \varepsilon_m R(\alpha - \alpha_{ssub})^2} D \quad (47)$$

which follows the common analysis of anisotropy data as introduced by Eq. (46).

When films have the same two surfaces or interfaces, Eq. (46) is rewritten as, $K(D) = K_v + 2K_i/D$, or $K(D) = K_v + 2K_i/D$ [167-171].

Surface steps of films also lead to magnetic anisotropy since the crystallographic symmetry at the surface is broken not only perpendicular to but also parallel to the film-plane. This contribution is called the step-induced magnetic anisotropy $K_{step}$ [28], which is characterized by a change in the shape of the magnetization curve. This effect has been experimentally observed, such as the systems of Ni/Fe/Ag(001) [172], Fe/Ag(001) [173,174], Fe/W(001) [175,176], Co/Cu (1113) [177].

In terms of the Néel model, Chuang et al. [178] added this term into Eq. (46).

$$K(D) = K(\infty) - 2K_v/D - \frac{K_{step}}{D_t} \quad (48)$$

where $D_t$ is the terrace width, $K_{step} = K_{step, edge} + K_{step, corner}$ since edge and corner of steps ($K_{step, edge}$ and $K_{step, corner}$) contribute $K_{step}$ respectively. This model properly accounts for the observed behaviors.

Magnetic anisotropies are also temperature-dependent [179,180], which vanish at $T_c$ in particular for itinerant ferromagnets expect for Gd, of which the finite anisotropies may be present at $T > T_c$ [181]. The different size- and temperature-dependences of surface, volume and shape anisotropies may give rise to the spin reorientation transition (SRT) at the corresponding temperature $T_c(D)$. In most cases, SRT refers to the variation of the polar angle, i.e., a rotation from a perpendicular to an in-plane direction of thin film magnetization or vice versa. This should be distinguished from the magnetic reversal due to the external magnetic field.

Fig. (9). Magnetic phase diagram for Ni/Cu(001) as a function of T [198]. The lines separate the paramagnetic, the ferromagnetic phase with the perpendicular, and the in-plane magnetization directions. The solid line represents the finite-size scaling, and the dashed line is a guide to the eyes to visualize that the films down below two monolayers. The symbols and correspond to the complete in-plane and perpendicular ferromagnetic orientation, $\square$ and $\bigcirc$ correspond to $0^\circ < \theta < 90^\circ$. (Reproduced with permission from Ref. [18]. Copyright 1997, AIP).

Since the first observation of SRT by Gradmann and Müller [182], a large number of related experimental investigations, such as Fe/Cu(100) [183,184], Fe/Cu/Si(111) [185], Fe/Cu(001) [186,187], Fe/Ag(001) [97,188], Fe/Cr(110) [167], Fe/Si(111) [189], and Co/Au(111) [190,191], Co/Pd(111) [192], Co/Pt(111) [192], Co/W(110) [193] thin films showing the polar SRT, $m_t \rightarrow m_h$, and Ni/Cu(001) [194,195] exhibiting the reversed polar SRT $m_l \rightarrow m_h$ with increasing $T$ and $D$, where $m_l$ and $m_h$ denote the perpendicular and in-plane magnetic directions. Calculations based on the mean-field and perturbation theory [196,197] have described successfully this SRT. Fig. (9) shows the typical
phase diagram of Ni/Cu(001) thin films system [198], where $T_c(D)$ and $T_n(D)$ functions are presented.

### 3.2.3. Coercivity

With reference to the saturation hysteresis cycle, the coercive force $H_c$ is defined customarily as the value of the magnetizing field corresponding to the point $H = 0$. $H_c$ is a sensitive property of ferromagnetic materials and provides an important criterion in the selection of these materials for practical use [186].

In order to reverse the direction of magnetization in a small particle, it is necessary that the magnetic energy acquired by the particle in the external magnetic field is greater than the internal energy tending to prevent rotation of the domain direction. The latter is related to the effective internal energy $U$ of the particle in the external magnetic field is greater than the internal energy tending to prevent rotation of the domain direction. The latter is related to the effective internal energy $U$ of the particle

$$U = \frac{1}{2} M_s H D^2$$

$$H_c(D) = \frac{K(\infty)}{M_s(\infty) a} = \frac{K(\infty)}{M_s(\infty) a}$$

where $H_c(\infty) = K(\infty)/M_s(\infty)$, $d_0 = 24[K(\infty)k_B T(\infty)a]^{1/2}/M_s^2(\infty)$. As $D$ is reduced, the formation of domain walls becomes energetically unfavorable, which results in the increasing energy to rotate spins. So does $H_c(D)$ function [86,204,205].

A single domain particle is present when $D \leq D_s$, which results in the coherent rotation of spins of the whole particles rather than the motion of domain walls. For the magnetic granular solids consisting of nanometer-sized magnetic particles uniformly dispersed and embedded in an immiscible insulating or metallic medium at $T$ below the blocking temperature of superparamagnets $T_b$ [206], the structure brings out randomness in interaction of the magnetic moments, including random isotropic exchange and random anisotropy. A reasonable amount of randomness in the isotropic exchange is not expected to qualitatively affect the magnetic behavior, even near the critical point. However, random anisotropy strongly changes magnetic properties. Most importantly, it breaks the rotational symmetry of the Hamiltonian and leads to hysteresis and even hard magnetic behavior in random amorphous magnets. Based on the random anisotropy theory [207], $H_c(D)$ has been deduced as,

$$H_c(D) = K_2 D^2/[20 A^3 M_0]$$

where $K_2$ is the strength of local uniaxial anisotropy and $M_0$ is the magnitude of the local magnetization vector. This model has experimentally been confirmed for Fe [203,208], Co [203], Ni [203], Fe/Cu alloys [208], FeNbSiB, Fe-CuNbSiB and FeCuVSiB [209], FeCoZr [210] alloys.

Recently, $H_c(D)$ function of Cu$_{80}$Co$_{20}$ thin films is empirically proposed based on the mechanism of nucleation and motion of domain walls [211],

$$H_c(D) = 2E_0/(k_B T(\infty) - N_{eff}(D) M_S)$$

where $E_0 = E_s + E_{int}$ is the anisotropy energy with $E_s$ and $E_{int}$ being the anisotropy energy barrier and the interaction energy barrier, respectively, and $N_{eff}(D) = \tan^{-1}[D/(2D_s^2 + D^2)^{1/2}]$ is the demagnetization factor [211].

As $D < L_s$, the spins are increasingly affected by thermal fluctuations [202]. When $T$ is sufficiently high, the energy barrier $E_s$ is overcome by the thermal energy [212-214]. The system becomes superparamagnetic, and $H_c(D) \to 0$ because thermal fluctuations can prevent the existence of a stable magnetization.

### 3.2.4. Superparamagnetism

Superparamagnetic relaxation can be described by the Arrhenius relation of $\tau = \tau_0 \exp[E_s/k_B T]$ where $\tau$ is the characteristic time [202,206,215]. Because of this relaxation, $M_s$ and $H_c$ decrease with increasing $T$ and vanish at $T_s = E_s/k_B \ln(\tau_0)$ [206,206213-215] with $E_s = K V$, where $V$ is the volume of particles. At $T < T_b$, the systems show ferromagnetic nature, e.g. a hysteresis loop. However, the systems become paramagnetic or superparamagnetic state at $T > T_b$, even though the magnetic moments within each particle remain ferromagnetically aligned [206]. It should be noted that the superparamagnetic relaxation is a kinetic process. Thus, $T_s$ is a case value in different experimental measurements, such as magnetometry ($\tau = 10^{-4}-10^{-1}$ s) [214], AC susceptibility ($\tau = 10^{-4}-10^{-1}$ s) [216], Mössbauer spectroscopy ($\tau = 10^{-8}$ s) [214], small-angle neutron diffraction ($\tau = 5\times10^{-12}$ s) [217], as well as low-field susceptibility in zero-field-cooled and field-cooled modes [214], etc.
If $\tau = 100$ s and $\tau_0 = 10^{-9}$ s, $T_b = E_d/(25k_B)$ [202,218]. Since $T_b$ is a function of $E_d$, it is that of $D$, as shown in experimental measurements for Co [219] clusters [220], MgFe$_2$O$_4$ [221], CoFe$_2$O$_4$ [221,222], MnFe$_2$O$_4$ [223,224], CoCr$_2$Fe$_5$, $\alpha$O$_4$ [225] and Ni-Zn, Zn-Mn, Ni-Mn ferrites [226], which is reviewed in reference [227].

The temperature-dependent magnetization behavior of a system of particles $M_{sp}(T)$ follows the Langevin function [215], $M_{sp}/M_p = L(M_p H/k_B T) = \text{coth}(M_p H/k_B T) - k_B T M_p H$, where $M_p = M V$ is the giant magnetic moment of a single particle. In suitable ranges of $T$ and $H$, the Langevin function depends sensitively on $M_p$ and hence $D$ [206]. At low field ($M_p H << k_B T$), the magnetization behaves as $M_p H/(3k_B T)$ and high fields ($M_p H >> k_B T$), as $1 - k_B T/(M_p H)$ [202].

The experimental criteria for superparamagnetism are (i) there is no hysteresis in the magnetization curve, and (ii) the magnetization curves at different $T$ must superpose in a plot of $M_p$ vs $H/T$ [228], which may be influenced by a broad distribution of $D$, and changes in $M_p$ induced by $T$ or anisotropy effect.

4. ANTIFERROMAGNETIC PROPERTIES

A simple antiferromagnet can be visualized as consisting of two magnetic sublattices A and B such that the nearest neighbors of the atoms of A are atoms belonging to B, and vice versa. Any atomic magnetic moments belonging to different sublattices have an antiparallel orientation with an AFM exchange ($J < 0$). As $T$ increases, the thermal agitation energy begins to become comparable to $E_{exc,AFM}$ and eventually AFM ordering disappears at the Néel temperature $T_N$. For the case that the moments of both sublattices have the same magnitude and they are oriented in opposite directions, one finds that the total magnetization of an antiferromagnet is essentially zero (at least at $T = 0$) [88].

In comparison with FM metallic elements or alloys, the chemically stable AFM systems such as rutile-type AFM fluorides (FeF$_2$, CoF$_2$, MnF$_2$), NiFe$_2$O$_4$, CoO, NiO, MnO, and CuO are more suitable to investigate the finite-size effect. Thus, in this section, special attention is paid to the phase stability of AFM nanocrystals due to its vital importance for the design of devices and the choice of materials.

4.1. Size Dependence of the Néel Temperature

$T_N$ is an important physical quantity for AFM with indicating the phase stability of AFM. As indicated by Néel in his seminal work, as $D$ decreases, a net magnetic moment is produced due to the nonexact compensation of the two magnetic sublattice, i.e., imbalance in the number of "up and down" spins [229]. This results in the inherent size dependence. For free-standing AFM nanocrystals, or AFM nanocrystals embedded in or supported by nonmagnetic matrix, their $T_N(D)$ continuously decreases with dropping $D$ due to also the increase of surface/volume ratio as observed in systems of FeF$_2$/ZnF$_2$ [230,231] superlattices, and CoO/SiO$_2$ [232,233], CoO/MgO [234], NiO/MgO [234,235], Ho/Nb/Y, Ho/Y/Nb [128] thin films, as well as NiO [236], CoO [237] and MnO [238] nanoparticles, and CuO nanoparticles [239-242], nanorods [242]. Compared with the superlattices of AFM layers with nonmagnetic interlayers [243,244], because of the interlayer magnetic coupling [245-248], weaker finite size effect for the superlattices of AFM/AFM insulators with exhibiting single transition temperatures have also been observed in the superlattices systems of FeF$_2$/CoF$_2$ [249] and NiO/CoO [250] measured by thermal expansion and magnetic susceptibility, respectively.

Whereas, for thin AFM films deposited on AFM or FM bulk substrates, such as CoO/NiO [234] and CoO/Fe$_2$O$_4$ [251], $T_N(D)$ of AFM films increases as $D$ is reduced [234,251] due to the vicinity effect at NiO/CoO and Fe$_2$O$_4$/CoO interfaces, where the exchange coupling of CoO is enhanced [115,234,251]. This differs from the experimental results of Fe/Cr(001), whose $T_N(D)$ decreases with dropping $D$ [252,253], which could be induced by the spin-frustration effect in the vicinity of the rough Fe/Cr(001) interfaces where the interfacial exchange energy can be minimized only locally and frustration of the interfacial spins occurs since Fe and Cr have magnetic long-range order [252,253].

Two theoretical models have been proposed for $T_N(D)$ function of AFM nanocrystals. One is the finite-size scaling law employed by Ambrose and Chien [232] for thin CoO films, $T_N(D)/T_N(\infty) = 1 - (\xi_0/D)^{1/2}$ (52) with $\xi(T) = \xi_0[1 - TT_N(\infty)]^{1/2}$, where $\xi_0$ is the extrapolated correlation length at $T = 0$ K [120]. The best fit values of $\lambda = 1.54 \pm 0.05$, $\xi_0 = 2.0 \pm 0.1$ nm, and $T_N(\infty) = 300 \pm 5$ K are obtained [232].

Another is the empirical relation for Cr [252,253] and Ho thin films [128], $T_N(\infty)/T_N(D) = 1 + C_0'(D - D_o')^{\lambda'}$ (53) where $C_0'$ is a constant, $D_o'$ represents the zero offset in the finite thickness of films, and $\lambda'$ is a nonuniversal parameter [121]. For thin Cr films, $D_o' = 4.2$ nm [252] suggests a close relation to the bulk period of the spin-density wave of 6 to 7.8 nm [254], and the separation of the finite-size effect in these multilayers is impeded by the strong influence of the interfaces. The magnetic behavior of thin Ho films closely resembling that of Cr [252] can be observed with a particularly interesting difference: $D_o' = (10.8 \pm 0.5)$h nm for Ho is much closer to the period of the bulk AFM superstructure than for Cr/Fe system [128].

Recent theoretical study has also concerned with the magnetic properties of Ho films based on a Heisenberg Hamiltonian within the $J_1$-$J_2$ model [87], and the five and six-constant models taking into account $J$ also for $i-j > 2$ [255,256]. In addition, the interlayer exchange is also considered. The calculated $T_N(D)$ can be consistent with the experimental measurement of Refs. [87] and [128].

Although Eqs. (52), (53) can also fit the experimental data of thin CoO, Cr and Ho films [128,232,252,253], it strictly hold only when $D$ is large with the help of the adjustable parameters $\xi_0$, $\lambda$, and $C_0'$, $D_o'$, $\lambda'$, respectively, which are
case-sensitive without clear physical meaning. Furthermore, above two relationships cannot describe the superheating \( T_N(D) \) with dropping \( D \) [234,251].

\[ T_N(D) = \frac{D}{N(\text{cm})} \]

where \( N(\text{cm}) \) is a constant. The employed parameters are listed as: (a) \( D_0 = 2.738, 4.107 \) nm for CuO nanorods and nanoparticles in terms of Eq. (8) with \( d = 0, 1, \) and \( D_0 = (2h)/2 = h = 0.7154, 0.8420 \) nm for Ho and NiO thin films with \( d = 2 \); respectively, and \( h = 1.563 \) for CuO in terms of Eq. (11) and \( h = 1.583 \) for Ho and NiO thin films in terms of Eq.(35) with \( J_L = J_s = J_{\text{sub}} = 0 \) for epitaxial films on inert substrates; (b) For CoO deposited on nonmagnetic substrates, the parameters \( D_0 = (2h)/2 = h = 0.8520 \) nm in terms of Eq. (11) with \( d = 2 \); and \( J = 1.544 \) according to Eq. (35) with \( J = J_s = J_{\text{sub}} = 0 \) and \( J = 1.583 \) in terms of Eq.(11); for CoO supported by FeO and NiO substrates, \( \alpha = 0.4139 \) and \( 0.5544 \) in terms of Eq. (35) with \( \alpha = 1 \) in the mean-field approximation. \( J_s \cong T_{\text{cu}}(\infty) \) and \( J_{\text{sub}} \cong T_{\text{cm,sub}}(\infty) \) or \( J_s \cong T_{\text{cu}}(\infty) \) and \( J_{\text{sub}} \cong T_{\text{N,sub}}(\infty) \). Other parameters used are listed in Table 4.

In order to interpret \( T_N(D) \) in a unified form, \( T_N(D) \) should have a similar form of \( T_N(\infty) \) function based on the molecular field consideration [124]. In terms of Eq. (36), there is,

\[ T_N(D)/T_N(\infty) = \frac{E_x c_{AFM}(D)/E_x c_{AFM}(\infty)}{[\exp(\alpha) / \exp((\alpha)(D/D_0))]} \]

\[ T_N(D)/T_N(\infty) = \frac{E_x c_{AFM}(D)/E_x c_{AFM}(\infty)}{[\exp(\alpha) / \exp((\alpha)(D/D_0))]} \]

Eq. (54) for Ho [128] and NiO [232,234,235] thin films, CuO nanoparticles [239-242] and nanorods [242] are shown in Fig. (11a) where their correspondences in full size range are found. Note that \( D > 2a \) since the lattice of AFM can be considered to consist of two sublattices with opposite spin direction [85,88].

Table 4. The Parameters Utilized in the Calculations of Eq. (54) for AFM Materials (\( T_N(\infty) \) is in K, \( S_m(\infty) \) in J·g-1·K-1, and \( h = \) in nm)

<table>
<thead>
<tr>
<th>Material</th>
<th>( T_N(\infty) )</th>
<th>( S_m(\infty) )</th>
<th>( h )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho</td>
<td>131.2</td>
<td>6.999</td>
<td>0.7154</td>
</tr>
<tr>
<td>NiO</td>
<td>523</td>
<td>7.271</td>
<td>0.8420</td>
</tr>
<tr>
<td>CoO</td>
<td>315</td>
<td>6.789</td>
<td>0.8520</td>
</tr>
<tr>
<td>CuO</td>
<td>229</td>
<td>7.016</td>
<td>0.8485</td>
</tr>
</tbody>
</table>

Similar results for CoO thin films epitaxially grown on SiO2 or MgO substrate [232-234] have been shown in Fig (11b). Whereas, for CoO/FeO3 and CoO/NiO systems, there exist strong exchange couplings at the interfaces where the thermal vibration of interface atoms is suppressed and much higher energy is required to disorder the ordering force [235,251]. Therefore, \( T_N(D) \) increases as \( D \) decreases. The predicted results of Eq. (54) are qualitatively consistent with experimental evidence. Although the free surface of such CoO film has still a tendency to lower \( T_N(D) \) value, the total effect of surface/interface leads to the drop of the total energy, and thus the increase of \( T_N(D) \) function with decreasing \( D \). Furthermore, the stronger the interaction at the interface is, the more \( T_N(D) \) function increases [235,251]. Thus, \( T_N(D) \) is substrate-dependent. Note also that for the sake of simplicity, exchange bias effect from FM/AFM interface, existence of easy and hard axes, and crystalline anisotropy are neglected.

In terms of lattice vibration instability model, at the Néel transition of AFM, the atomic thermal vibrational energy of nanocrystals is required to disorder \( E_{\text{cuc}} \). As pointed out in the experimental observations for free nanocrystals or epitaxial thin films on inert substrates [134,257], there exist different degrees of spin-spin interactions between inner and surface atoms because of the reduction in the number of spin interactions at the surface with increase of lattice vibration [5,113,12,122,258]. For thin films with strong film/substrate interaction, the vibration of atoms there is depressed. Thus, the thermal vibration energy to disorder the AFM ordering state of nanocrystals could increase or decrease depending on the interface states [124]. So does \( T_N(D) \) function.

As \( D > 10D_0 \), Eq. (54) can be simplified as a first order approximation, \( T_N(D)/T_N(\infty) = 1 - \alpha(2h)/D_0(0) \) with \( \alpha = 1 + 2S_{\text{vib}}(\infty)/(3R)J_s/J_L \). Thus, \( T_N(D) \) function is related to not only the nature of...
AFM materials, but also the magnetic coupling of AFM nanocrystal with matrix, as well as \( D \) and \( d \).

4.2. The Morin Transition

Bulk \( \alpha\)-Fe\(_2\)O\(_3\) (hematite) possesses the corundum-type crystal structure with an AFM spin ordering, which exhibits a first-order magnetic transition at the Morin temperature \( T_{M}^0 = 263 \text{ K} \). The superscript 0 implies that the general Morin temperature \( T_{M}^{\text{Hi}} \), which depends on the applied magnetic field \( H_{e} \), has been extrapolated to zero-field case. Between this transition and the normal \( T_{N} = 961 \text{ K} \), the spins of \( \alpha\)-Fe\(_2\)O\(_3\) are in (111) basal plane except for a slight spin canting out of the plane [259], which induces a small net weak FM moment. Whilst below \( T_{M}^0 \) the spins are aligned AFM along [111] axis. The Morin transition arises from a competition between the local ionic anisotropy term from spin-orbit coupling and the long-range dipolar anisotropy term [260,261]. The former tends to make spins direct themselves along \( \pm z \)-axis, while the latter does spins lying in \( xy \)-plane [261].

For \( \alpha\)-Fe\(_2\)O\(_3\) nanoparticles, \( T_{M}^0(D) \) function decreases with \( D \) and vanishes at \( D \sim 8 \text{ nm} \) [262-268]. Theoretical work showed that the Morin transition depends on a \( \pm \)\( a \)-dependent dipolar anisotropy term [260], and the size effect of \( T_{M}^0(D) \) has been induced by the change of the dipolar magnetic field with a lattice expansion [263,269,270]. This is in partial agreement with observed pressure dependencies of \( T_{M}^0 \) [271,272].

At \( T = 0 \text{ K} \), a sufficiently large \( H_{e} \) can results in occurrence of the so-called spin-flop reorientation, which can be denoted as \( H_{aM}^0 \) whose size dependence is stronger than \( T_{M}^0(D)'s \) [267,268].

\[ T_{M}^0(D)/T_{M}^0(\infty) \text{ and } H_{aM}^0(D)/H_{aM}^0(\infty) \text{ functions of } \alpha-\text{Fe}_2\text{O}_3. \] 

The symbols [264] \( \square \), [267,268] \( \bullet \), and [267,268] \( \circ \) denote the experimental results of \( T_{M}^0(D)/T_{M}^0(\infty) \text{ and } H_{aM}^0(D)/H_{aM}^0(\infty), \) respectively.

Fig. (12) shows the plots of both \( T_{M}^0(D) \) and \( H_{aM}^0(D) \) functions. The least squares method gives the following relations [264] of \( T_{M}^0(D)/T_{M}^0(\infty) = 1-C_2/D \text{ and } H_{aM}^0(D)/H_{aM}^0(\infty) = 1-C_1/D \) with \( C_2 \) and \( C_1 \) being constants. The linear behavior indicates that the size dependence of the functions should be mainly driven by surface effect [267,268]. In addition, strains [273], crystal defects such as grain boundaries and vacancies [274], and stoichiometry deviations drop also \( T_{M}^0(D) \) [275].

5. EXCHANGE BIAS IN FM/AFM HETEROSTRUCTURES

The basic energies of FM or AFM are \( E_{\text{exc,FM}} \text{ or } E_{\text{exc,AFM}} \) and \( E_{\text{exc}} \). The former controls magnetic ordering and the latter does the preferred orientation. A ferromagnet generally has a large \( E_{\text{exc,FM}} \) but a relatively small \( E_{\text{exc}} \), which makes FM order stable at high \( T \) but the orientation may not be, particularly if \( D \) is in a few nanometers. In contrast, many antiferromagnets have large \( E_{\text{exc}} \) with stable orientations. In the light of both advantages of FM and AFM, FM/AFM heterostructures are useful for modifying and controlling magnetic characteristics because the exchange coupling between them can produce a FM behavior with stable oriented and high anisotropy [276]. In such a structure, the anisotropy may behave unidirectionally, which results in exchange bias phenomenon. Since its discovery in the system of Co/CoO particles in 1956 by Meiklejohn and Bean [277], exchange bias was observed in many different systems containing FM/AFM interface, such as small FM particles covered with their AFM or ferromagnetic native oxide (Co/CoO [278-280], Ni/NilO [281,282], Fe/FeO [283], FeCo/FeCoO [284], Fe/FeO\(_3\) [281,285]), FM films on AFM single crystals [286,287] and thin films [288]. Due to the important applications such as permanent magnet materials, high density recording media [289], domain stabilizers in recording heads [290], spin-valve devices and giant magnetoresistance (GMR) type devices [291,292], the exchange bias phenomenon has been extensively investigated in the past decades [276,293-295].

The exchange bias field \( H_{e} \) is commonly manifested as the shift of hysteresis-loop along a magnetic field axis when a ferromagnet in contact with an antiferromagnet [277] or a spin glass [296] is cooled through \( T_{B} \) of AFM or spin glass transition temperature \( T_{B} \) of spin glass, respectively. It should be noted that \( T_{e} \geq T_{N} \text{ or } T_{sg} \). In general the shift of \( H_{e} \) is towards negative fields, namely \( H_{e} < 0 \) if one defines the direction of the cooling field \( H_{c} \) as positive. However, FeF\(_2\)/Fe bilayers exposed to large cooling fields (\( H_{c} \sim 1 \text{T} \)) can exhibit positive exchange bias, i.e. \( H_{e} > 0 \) [297].

In the FM/AFM heterostructures, in addition to the appearance of unidirectional anisotropy bringing out \( H_{e} \neq 0 \), the most important property is the thermal stability of \( H_{e} \) denoted as the blocking temperature \( T_{B} \) at which the exchange bias vanishes. Usually, \( T_{B} < T_{M}^0(\infty) \) (at least slightly) (see the Tables 2-4 in Ref. [293]) and \( H_{e} \) and \( T_{B} \) are size-dependent, which is emphasized in this section. Besides, \( H_{e} \) and \( T_{B} \) are also functions of AFM orientation (compensated versus uncompensated AFM surface [298-303] and in-plane versus out-of-plane AFM spins [298,299,302]), of FM/AFM interface disorder (roughness [299,301,302,304-306], crystallinity [307,308], grain size [309,310], of interface impurity layers [311], and of strain effect [312-314], of stoichiometry [293] or of presence of multiple phases [315] and so forth.)
5.1. FMThickness Dependence of Exchange Bias Field

For systems consisting of FM thin films with thickness $t_{FM}$ and AFM substrate $(D \rightarrow \infty)$, the first attempt to develop an intuitive model for exchange bias seems to be Meiklejohn [278], who suggested that the shift of the hysteresis loop was due to a large anisotropy in AFM and a weaker exchange energy coupling FM and AFM [277,278]. The energy per unit area of an exchange bias system can be written as [278],

$$E = -H_{FM}M_{FM}^2 \cos(\theta_0 - \theta_0) + K_{FM}M_{FM}^2 \sin^2(\theta_0) + K_{AFM}D \sin^2(\theta_0) - J_{INT} \cos(\theta_0 - \theta_0),$$

where $J_{INT} = J_{FM-AFM}S_{FM}S_{AFM}$ denotes the interface coupling constant of FM/AFM, $\alpha_0, \beta_0, \theta_0$ show the angles between AFM sublattice magnetization and AFM anisotropy axis, the magnetization and the FM anisotropy axis, and the applied field and the FM anisotropy axis. Experimentally, $K_{FM} << K_{AFM}D$. Hence, the relationship above can be simplified as $E = -H_{FM}M_{FM}^2 \cos(\theta_0 - \theta_0) + K_{AFM}D \sin^2(\theta_0) - J_{INT} \cos(\theta_0 - \theta_0)$ [278,293]. Minimizing this equation with respect to $\alpha_0$ and $\beta_0$ leads to:

$$H_{u}(t_{FM}) = J_{INT}(\alpha^2M_{FM}t_{FM})$$

(55)

In term of Eq. (55), the order of magnitude of $H_{u}(t_{FM})$ depends on the unknown parameter $J_{FM-AFM}$. If $J_{FM} \gg J_{FM-AFM} \gg J_{AFM}$, the resulting value for $H_{u}$ is orders of magnitude larger than that of the experimental observed one [278].

To explain the above discrepancy, two main theoretical approaches have been pursued. On the basis of Néel’s contributions [316], Mauri et al. extended the idea of planar domain walls originating at a smooth AFM interface [317] to effectively lower the interfacial energy cost of reversing FM layer without removing the condition of strong interfacial FM/AFM coupling. In this model, they proposed the formation of a planar domain wall in AFM side of the interface. With the magnetization reversal of FM layer, the increase in interfacial exchange energy equals the energy per unit area of an AFM domain wall $2(A_{FM}K_{AFM})^{1/2}$. Thus, $H_{u}(t_{FM})$ function can be modified as [317],

$$H_{u}(t_{FM}) = 2(A_{FM}K_{AFM})^{1/2}/M_{FM}(t_{FM})$$

(56)

Consequent models [318-320] that have extended Mauri’s concept have also shown limited success in fully explaining the exchange bias effect.

Malozemoff [321-323] argued that an ideal interface was unrealistic, and roughness leading to magnetic defects gave rise to local random fields, yielding unidirectional anisotropy. Given the random field and assuming a region with a single domain of FM layer, AFM film will break up into domain-like regions to minimize the net random unidirectional anisotropy. Unlike Mauri et al.’s model, AFM domain walls are normal to the interface. Once these domains are fixed, flipping FM orientation causes an energy change per unit area of $E_0 = 4\zeta_0^{2} \alpha_0 a_0 L$, with $\zeta_0$ being a number of order unity and $L = \pi(A_{AFM}K_{AFM})^{1/2}$ [321]. Therefore, the modified expression of $H_{u}(t_{FM})$ can be given by [321-323],

$$H_{u}(t_{FM}) = 2\zeta_0(A_{AFM}K_{AFM})^{1/2}/(\pi^2M_{FM}(t_{FM}))$$

(55)

Eqs. (55)-(55) present a common trend of $H_{u}(t_{FM}) \approx 1/t_{FM}$ as experimentally observed. However, only Eqs. (56) and (55) could predict correct $H_{u}$ values under certain conditions.

5.2. Dependence of $T_B(D)$ in Exchange Biased FM/AFM Bilayers on AFM Thickness

$T_B$ denotes the thermal stability of exchange biased FM/AFM bilayers, which is of concern for the design of magnetic heads and governs the choice of the biasing materials [293-295]. At $T_B$, $H_{u} \rightarrow 0$, which is equal to the shift of the hysteresis loop. As $D$ decreases, $T_B(D)$ decreases in Fe$_3$O$_4$/CoO [126,251,324], NiO/NiFe [325], CoNiO/NiFe [325], InMnNiFe [325], Py/IrMn [326], NiFe/IrMn [327], CoFe/IrMn [328,329], IrMn/NiFe [329], FeMn/NiFe [330], MnP/Cofe [331], and Fe/F2Fe bilayer systems [332].

Empirical $T_B(D)$ functions have been proposed to fit the corresponding experimental data. One of them, based on the thermal fluctuation model for polycrystalline AFM films, is expressed as [327,333,334],

$$T_B(D)/T_B(\infty) = 1 - (\xi_0/D)^{2.7}$$

(56)

where $\xi_0 = J_{INT}/(2K_{FM}^{1/2}AFM)$ corresponds to the correlation length, $\delta$ is a constant.

Eq. (56) can also be obtained by extending $T_B(D)$ function [251,324,325,328,329,330,332,333,334]. However, this extension contradicts recent work [251], which suggests that the variation of $T_B(D)$ differs from that of $T_B(D)$. $T_B(D)$ could increase with decreasing $D$ because of the proximity effect of the adjacent FM layer [251]. In addition, within $T_B(D)$ function of Fe/F2Fe system, the extracted parameter $\lambda = 0.8$ in Eq. (56) is physically unclear, and is much smaller than $\lambda = 1.56$ and 1.42 for AFM derived from the Ising and Heisenberg models, respectively [332]. Furthermore, Eq. (56) is valid only for larger $D$ values.

5.2.1. Lattice Vibration Instability Model for $T_B(D)$ Function

$H_{u}(\infty)$ at $0$ or $H_{u}(\infty)$ is related to $E_0(\infty)$ where $H_{u}(\infty) = E_0(\infty)/M_{FM}(t_{FM})$ in the light of Eqs. (55)-(55). In this relationship, $M_{FM}$ is the fixed saturation magnetization of FM layer because the effect of $t_{FM}$ on $H_{u}$ is assumed to be constant in this situation. $E_0(\infty) = 2(A_{FM}K_{AFM})^{1/2}$ and $2[4\zeta_0(A_{AFM}K_{AFM})^{1/2}]^{2}/\pi^2$ via Eqs. (56) and (55), respectively [293-295,317,321]. As results, $E_0(\infty) \approx [4\zeta_0(A_{AFM}K_{AFM})^{1/2}]^{2}/\pi^2$. According to this relationship and the mean field approximation of AFM [1, $J_{AFM}(\infty) = E_{AFM}(\infty)$, and thus, $E_0(\infty) \approx [4\zeta_0(A_{AFM}K_{AFM})^{1/2}]^{2}/\pi^2$. It is understandable that the thermal energy $E_{\alpha}(T)$ is introduced to decrease the FM/AFM interfacial energy with increasing $T$, namely, $E_0(\infty) = E_0(\infty)-E_\alpha(T)$, where $E_\alpha(T) = k_BT$ in the light of Einstein’s relationship. Taking $E_\alpha(T) = 0$ as reference, $k_BT(B)(\infty) = [4\zeta_0(A_{AFM}K_{AFM})^{1/2}]^{2}/\pi^2$ in terms of the above equation at $T_B(\infty)$. If AFM nanocrystals remain the corresponding bulk crystalline structure, and the domain walls of AFM layer are perpendicular to the FM/AFM interface [326,333,334,336], $T_B(D)$ can be generalized from the above...
the spin-spin exchange interaction of AFM with sublattice magnetization, 

\[ k_B T_B(D) \propto \left[ E_{exc,AFM}(D) K_{AFM}(D) \right]^{1/2} \]  

namely [288], 

\[ T_B(D)/T_B(\infty) = \left( [E_{exc,AFM}(D) K_{AFM}(D)]/[E_{exc,AFM}(\infty) K_{AFM}(\infty)] \right)^{1/2} \]  

(59)

Based on the Ising model, 

\[ K_{AFM}(\infty) = E_{exc}(\infty) = Q_e E_{exc,AFM}(\infty)/2 \]  

is assumed, where \( Q_e \) is the exchange anisotropy parameter among the three spin components [87]. If \( Q_e \) is a weak function of \( D \), extending above relationship to nanometer size leads to 

\[ K_{AFM}(D) = E_{exc,AFM}(D)/E_{exc,AFM}(\infty) \]  

(57)

Substituting this equation into Eq. (59), there is,

\[ T_B(D)/T_B(\infty) = E_{exc,AFM}(D)/E_{exc,AFM}(\infty) \]  

(60)

For coherent FM/AFM structures, \( E_{\theta}(\infty) \) determines the magnitude of \( T_B(\infty) \) [325-328] while AFM field decides \( T_B(D) \) function. Since we consider only the ratio of \( T_B(D)/T_B(\infty) \) with experimental \( T_B(\infty) \) values, the contribution of \( E_{\theta}(\infty) \) to \( T_B(\infty) \) is ignored. Based on this consideration and the mean-field approximation for AFM with sublattice magnetization [85], in terms of Eqs. (54) and (60) [288],

\[ T_B(D)/T_B(\infty) = \exp\left\{-2S_{vib}(\infty)/[3R(D/2a-1)]\right\} \]  

(57)

5.2.2. Verification of \( T_B(D) \) function

\( T_B(D) \) functions of Eq. (57) and known experimental data of Fe3O4/CoO [126,251,324], NiO/NiFe [325], CoNiO/NiFe [325], IrMn/FeNi [329], Py/IrMn [326], NiFe/IrMn [327], CoFe/IrMn [328,329], IrMn/NiFe [329], FeMn/NiFe [330], MnPt/CoFe [331] and FeF2/Fe bilayer systems [332] are shown in Fig. (13a-c), where \( T_B(D) \to 0 \) as \( D \) goes to a few nanometers [293-295]. It should be noted that the \( T_B(\infty) \) value of IrMn comes from the corresponding experimental systems of IrMn/NiFe [325,327,329], Py/IrMn [326], CoFe/IrMn [328,329] for better fits with the model predictions while many experimental factors affect \( T_B(\infty) \) [293-295]. Eq. (57) does not consider these factors since Eq. (57) only predicts the ratio of \( T_B(D)/T_B(\infty) \), not \( T_B(\infty) \) itself.

According to the definition of \( T_B \), \( T_B \) should depend on the strength of FM/AFM interface exchange field [293-295]. This results from the unidirectional exchange anisotropy and the spin-spin exchange interaction of AFM with sublattice magnetization. \( T_B(D) \) corresponds to the situation results, at which the AFM spins follow the motion of the FM layer. Thus, \( H_{TFB}(D) = 0 \) because the unidirectional exchange anisotropy energy is smaller than \( E_\theta \) [293-295], where \( H_{TFB}(D) \) denotes the exchange bias at \( T_B(D) \).

Eq. (57) also sheds light on \( H_{\theta}(D) \) function in the following form,

\[ H_{\theta}(D)/H_{\theta}(\infty) = T_B(D)/T_B(\infty) = \exp\left\{-2S_{vib}(\infty)/[3R(D/2a-1)]\right\} \]  

(58)

where the effect of FM layers is set as an invariable. Both \( H_{\theta}(D) \) and \( T_B(D) \) functions have the same trend with dropping \( D \) as shown in Fig. (14). The results qualitatively correspond to available experimental evidences with large scatters [126,336,337]. Note that since their \( S_{vib}(\infty) = R \) are similar (although the substances are different), the curves based on Eq. (58) are almost the same.

![Fig. (13). Comparisons of \( T_B(D) \) functions between model predictions in light of Eq. (57) with available experimental evidence: (a) Fe3O4/CoO (■ [251], ● [251], ▲ [251], ○ [126], △ [126], ◇ [324]), NiO/NiFe (◆ [325]) and CoNiO/NiFe bilayers (▲ [325]); (b) IrMn/NiFe (○ [325], ▲ [327], ● [328]) Py/IrMn (●, ▲ [326]) and CoFe/IrMn bilayers (◆, ▲ [328], ◇, ○ [329]); (c) FeMn/NiFe (■ [330]), MnPt/CoFe (◆ [331]) and FeF2/Fe bilayers systems (▲ [332]). The necessary parameters are listed in Table 5.]

Since there exist different degrees of spin-spin interactions between the inner and surface atoms due to CN reduction at AFM surface, \( E_{exc,AFM}(D) \) function and thus \( T_B(D) \) and \( H_{\theta}(D) \) functions decrease with dropping \( D \) [121,124,288]. As shown in Figs. (13, 14), although the related compounds show different spin structures, for example FeMn and MnPt have the non-collinear spin structure and the collinear spin structure, respectively, the model predictions of \( T_B(D) \) and
$H_{\text{el}}(D)$ in light of Eqs. (57) and (58) are still in agreement with experimental data.

Table 5. Parameters Utilized in Eq. (57) for AFM Materials

<table>
<thead>
<tr>
<th>Material</th>
<th>$T_0(x)$</th>
<th>$S_{\text{vol}}(x)$</th>
<th>$2a$</th>
<th>$\xi_1$</th>
<th>$\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoO</td>
<td>292</td>
<td>6.789</td>
<td>0.8520</td>
<td>1.8</td>
<td>1.20</td>
</tr>
<tr>
<td>NiO</td>
<td>463</td>
<td>7.271</td>
<td>0.8420</td>
<td>1.92</td>
<td>1.40</td>
</tr>
<tr>
<td>CoNiO</td>
<td>423</td>
<td>7.899</td>
<td>0.8470</td>
<td>2.17</td>
<td>1.65</td>
</tr>
<tr>
<td>IrMn</td>
<td>523/588/560</td>
<td>8.776</td>
<td>0.7520</td>
<td>3.01</td>
<td>1.52</td>
</tr>
<tr>
<td>FeMn</td>
<td>425</td>
<td>7.786</td>
<td>0.7140</td>
<td>1.00</td>
<td>1.60</td>
</tr>
<tr>
<td>MnPt</td>
<td>616</td>
<td>8.764</td>
<td>0.7736</td>
<td>2.48</td>
<td>1.62</td>
</tr>
<tr>
<td>FeF2</td>
<td>79</td>
<td>5.724</td>
<td>0.9380</td>
<td>0.73</td>
<td>0.62</td>
</tr>
</tbody>
</table>

For alloys AB, $S_{\text{vol}}(x) = [S_{\text{vol}}(x_A) + S_{\text{vol}}(x_B)]/2$, where A and B denote different metals, and $S_{\text{vol}}(x) = 7.493, 7.628, 7.969, 9.548$ J·g-atom⁻¹·K⁻¹ for Mn, Fe, Ir, Pt [288], respectively.

Table 5 shows the parameters utilized in Eq. (57) for AFM materials.

In Eq. (58), $\xi_1 = \int_0^\infty \Psi_D(-x)(3R)|\Psi_D(x)|^2 dx$ is the spin-spin exchange coupling constant, which is shown in Fig. (15).

Fig. (14). Comparisons of $H_{\text{el}}(D)$ functions between model predictions in terms of Eq. (58) and available experimental results: CoO/Fe₂O₃ (□ and ▲) [126], IrMn/NiFe (○) [336], FeMn/FeNi bilayers (■ and ● [337]). The utilized parameters are listed in Table 5. (Reproduced with permission from Ref. [288]. Copyright 2007, IoP)

Using equation of $\exp(-x) \approx 1-x$ when $x$ is small enough, Eq. (57) is simplified as $T_{\text{el}}(D)/T_{\text{el}}(\infty) \approx 1-|4aS_{\text{vol}}(x)/(3R)|/D$ or $T_{\text{el}}(D) \approx 1/D$ at $D > 10a = 7-8$ nm, which relates $T_{\text{el}}(D)$ closely to the surface/volume ratio of AFM layer and suggests a progressively increasing role of the surface layer with a decreasing $D$. Comparing this equation with Eq. (56), $\delta(D) = [\ln|4aS_{\text{vol}}(x)/(3R)|/\ln(\xi_1)]$ and $\delta(\infty) = 1$. Thus,

$$\delta(D)/\delta(\infty) = \frac{[\ln|4aS_{\text{vol}}(x)/(3R)|/\ln(\xi_1)]}{[\ln(\xi_1)]}$$

In Eq. (59), $\xi_1 \propto J_{\text{INT}}/K_{\text{AFM}}$ and $\xi_1 \propto J_{\text{INT}}/K_{\text{AFM}}$, can be found in the mean-field theory [288], with subscript 0 denoting the case of the mean-field approximation. As a result,

$$\xi_1/\xi_0 = (J_{\text{INT}}/K_{\text{AFM}})/(J_{\text{INT}}/K_{\text{AFM}})$$

As $\xi_1 = 4aS_{\text{vol}}(x)/(3R)$, $\delta(D) = 1$ in terms of Eq. (59), which corresponds to $\delta$ value of the mean-field theory and leads to $\xi_0 = 4aS_{\text{vol}}(x)/(3R)$ in light of Eq. (56) [288,326]. With a good approximation, $S_{\text{vol}}(x) = R$ for compounds and metallic atoms, and $a = \sqrt{2}h$ for fcc structure, $\xi_0 = 4\sqrt{2}h/3$ being in agreement of the expected $\xi_0$ value of $h = 2h$ [115,338]. Since $a$ is a function of $h$, such as $h = \sqrt{2}a/2$ for NaCl structure and $h = (2a^2+c^2)^{1/2}/2$ for body-centered tetragonal crystal structure, respectively, $\xi_0$ is a function of lattice structures.

Fig. (15). Shift exponent $\delta(D)$ function in term of Eq. (59) for CoO, NiO, CoNiO, IrMn, FeMn and MnPt, FM/AFM bilayers. The used parameters in Eq. (59) are listed in Table 5. (Reproduced with permission from Ref. [288]. Copyright 2007, IoP)

Table 5 shows the parameters utilized in Eq. (57) for AFM materials. If $J_{\text{INT}}$ is derived from the Heisenberg model, where the spin-spin exchange coupling in thin films is assumed to be uniform [85,339], $J_{\text{INT}} > J_{\text{INT0}}$, $\xi > \xi_0$ and $\delta > 1$ [327] are also obtained since the exchange coupling near surfaces of thin films in mean-field approximation is expected to be weaker than that in bulk [113,121,122,339]. Nevertheless, for AFM materials with much higher anisotropy, such as FeF₂ [332], $\xi_1$ is predominantly determined by $K_{\text{AFM}}$, and the effect of $J_{\text{INT}}$ is negligible. Thus, $\xi_1 = \xi_0$ in terms of Eq. (60) with $J_{\text{INT}}/K_{\text{AFM}} = J_{\text{INT0}}/K_{\text{AFM0}}$ and $\delta(D) = 1$ with a much weak apparent size dependence according as Eq. (59).

As $D > D_0$, if $\xi = \xi_0 = 4aS_{\text{vol}}(x)/(3R)$ and $\delta = 1$ in Eq. (56), Eq. (56) = Eq. (57), in which the parameters are definitely physical on describing all $T_{\text{el}}(D)$ functions in the ex-
change biased FM/AFM bilayers. As $D \to h$, Eq. (57) is more suitable for predicting $T_\text{b}(D)$ function where energetic changes of internal atoms in AFM layers also contribute to $T_\text{B}$.

CONCLUDING REMARKS

The properties of magnetic materials are obviously dependent not only on intrinsic materials parameters but also on the special types of microstructures. This review presents size dependence of FM, AFM nanocrystals and FM/AFM bilayers on the studies of thermal and phase stabilities, the mechanical properties, and the magnetic properties. The tunable properties will be advantageous in choosing materials for designing and functioning of the devices.

In this review, the lattice thermal instability model is proposed to illustrate the size-induced mechanism behind the unusual behaviors of magnetic nanocrystals. On the basis of thermodynamics, simple and analytical models, without any adjustable parameter, are presented to quantitatively reproduce the relative experimental results of magnetic properties of nanocrystals. Their unified forms not only reveal the physical nature of size and interface dependences, but also interpret the underlying relationships among the thermal and physical nature of size and interface dependences, as well as the magnetic properties. As indicated in this model, the size dependences of magnetic nanocrystals are related to both surface/volume ratio and interface effect. The latter plays significant role in determining the crystals are related to both surface/volume ratio and interface states

In this review, the lattice thermal instability model is proposed to illustrate the size-induced mechanism behind the unusual behaviors of magnetic nanocrystals. On the basis of thermodynamics, simple and analytical models, without any adjustable parameter, are presented to quantitatively reproduce the relative experimental results of magnetic properties of nanocrystals. Their unified forms not only reveal the physical nature of size and interface dependences, but also interpret the underlying relationships among the thermal and physical nature of size and interface dependences, as well as the magnetic properties. As indicated in this model, the size dependences of magnetic nanocrystals are related to both surface/volume ratio and interface effect. The latter plays significant role in determining the crystals are related to both surface/volume ratio and interface states

CONCLUDING REMARKS

The properties of magnetic materials are obviously dependent not only on intrinsic materials parameters but also on the special types of microstructures. This review presents size dependence of FM, AFM nanocrystals and FM/AFM bilayers on the studies of thermal and phase stabilities, the mechanical properties, and the magnetic properties. The tunable properties will be advantageous in choosing materials for designing and functioning of the devices.

In this review, the lattice thermal instability model is proposed to illustrate the size-induced mechanism behind the unusual behaviors of magnetic nanocrystals. On the basis of thermodynamics, simple and analytical models, without any adjustable parameter, are presented to quantitatively reproduce the relative experimental results of magnetic properties of nanocrystals. Their unified forms not only reveal the physical nature of size and interface dependences, but also interpret the underlying relationships among the thermal and physical nature of size and interface dependences, as well as the magnetic properties. As indicated in this model, the size dependences of magnetic nanocrystals are related to both surface/volume ratio and interface effect. The latter plays significant role in determining the crystals are related to both surface/volume ratio and interface states

Our models have predicted the relative difference of nanocrystals and bulk counterparts, while the most properties of the materials have been embodied in the bulk properties. Thus, our models could be realized in a simple and unified form. The success of the above classic thermodynamics in the full size range of materials further enriches the classical thermodynamic theory, and offers a powerful, irreplaceable and unfailing theoretical guidance for the development of materials science. However, since thermodynamics can only describe the statistical behavior of large numbers of molecules, this thermodynamic top-down method cannot be utilized to depict the action of clusters with only a few molecules or atoms. Once $D$ decreases to $D_0$, quantum effect is introduced, which results in the disability of this method. In addition, if structures of nanocrystals differ from that of the corresponding bulk, where the electronic distribution varies, this model is invalid since the nanocrystals in the above deduction are assumed to remain in the same crystalline structure as the bulk.

Since the current model mainly considers the size-dependent properties of magnetic nanocrystals of elements and compounds, the further development of model requires extensively extensions to multicomponent systems. Moreover, the size dependence concerned is essentially affected by surface and interface while the effects of grain boundaries and intergranular phase boundaries are not specially developed, which needs progress as secondary effects.
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ABBREVIATIONS AND SYMBOLS USED

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_\text{b}$</td>
<td>FM/AFM interfacial energy barrier</td>
</tr>
<tr>
<td>$E_\text{s}$</td>
<td>Anisotropy energy barrier $E_\text{s} = KV$</td>
</tr>
<tr>
<td>$E_\text{ani}$</td>
<td>Anisotropy energy</td>
</tr>
<tr>
<td>$E_\text{c}$</td>
<td>Cohesive energy, $E_\text{c} = z N g/2$</td>
</tr>
<tr>
<td>$E_\text{exc}$</td>
<td>Exchange interaction energy</td>
</tr>
<tr>
<td>$E_\text{int}$</td>
<td>Interaction energy barrier</td>
</tr>
<tr>
<td>$E_\text{m}$</td>
<td>Elastic modulus</td>
</tr>
<tr>
<td>$E_\text{z}$</td>
<td>Zeeman energy</td>
</tr>
<tr>
<td>$\text{EIT}$</td>
<td>Exchange interface thickness</td>
</tr>
</tbody>
</table>
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\( F \) = Fraction of the nearest-neighbor spacing at which melting occurs

\( F(D) \) = Size dependent function during the deduction of \( T_m(D) \) function

\( F_m \) = Molecular field

FM = Ferromagnetic

\( G \) = Landé spectroscopic g-factor

\( h \) = Atomic diameter

\( H \) = Hardness

\( H_a \) = Applied field

\( H_c \) = Coercive force

\( H_{cf} \) = Cooling field

\( H_{cm} \) = \( H_{cm} = 2K(\infty)/M_s(\infty) \)

\( H_{cx} \) = \( H_{cx} = (N_c/N_o)M_s(\infty) \)

\( H_{cxt} \) = \( H_{cxt} = 3\lambda m_0\sigma_m/M_s(\infty) \)

\( H_e \) = Exchange bias

\( H_m \) = Latent heat of fusion

\( H_{sl}^{0} \) = Spin-flop reorientation field at \( T = 0 \) K

\( J(J_s,J_s,J_{sub}) \) = Exchange constant or exchange coefficient where subscripts s and sub show surface and substrate, respectively and \( J = J_s + J_{sub} \)

\( k_B \) = The Boltzmann constant

\( k_d \) = A positive material constant

\( k_e' \) = A constant in \( \chi_{f} = k_e'\exp[Q(D)/(2RTa)] \)

\( K \) = Anisotropy constant

\( K_2 \) = Strength of local uniaxial anisotropy

\( K_i \) = \( K_i = -3\lambda m_0 F_m F_{m}/2 \)

\( K_{v}(K_s) \) = Surface (volume) contribution of \( K \)

\( K_{step} \) = \( K_{step} = K_{step,edge}+K_{step,corner} \)

\( K_{step,edge},K_{step,corner} \) = Magnetic anisotropy induced by step edges or step corners

\( L \) = \( L = \pi(A_{AFM}/K_{AFM})^{1/2} \)

\( \Delta L \) = Thickness of surface layer of nanoparticles

\( L_{exc} \) = Exchange length, \( L_{exc} = [2A/\mu_0 M_s^2]^{1/2} \)

\( L_w \) = Domain wall width, \( L_w = (A/K)^{1/2} \)

\( m_s \) = Atomic mass

\( m_1, m_2 \) = Perpendicular and in-plane magnetic directions

\( M \) = Matrix

\( M \) = Molecular weight

\( M_0 \) = Magnitude of the local magnetization vector

\( M_{FM} \) = Saturation magnetization of FM layer

\( M_r \) = Remanent magnetization

\( M_p = M_p = M_s V \)

\( M_s \) = Saturation magnetization

\( M_{sp}(T) \) = Temperature-dependent magnetization behavior of particles

\( M(T) = M(T) = N g S \mu_B B_n(y) \)

\( n(n_s,n_s,n_v) \) = Atom number of nanocrystals where subscripts t, s and v denote total, surfafce and interior

\( n_1 = (3-d)h q_j D \)

\( N \) = Number of molecules per unit volume

\( N_0 \) = Demagnetizing factor of the prolate spheroid in the direction of the major axis

\( N_a = N_{eff}(D) = N_{eff}(D) = \tan^{-1}[D/(2D_s^2+D^2)^{-1/2}] \)

\( N_i \) = Demagnetizing factor in any direction at right angles to the long axis

\( q_s = q_s = h/2[(1+\exp[(12-\varsigma)/8\varsigma])]} \)

\( Q \) = General physical quantities

\( Q_e \) = Exchange anisotropy parameter among the three spin components

\( Q_s(Q_v) \) = General physical quantities located at surface (within crystals)

\( r \) = Radius of the incompletely filled d shell

\( R \) = Ideal gas constant

\( S \) = \( S = S\text{-spin} \)

\( S_0 \) = Bulk evaporation entropy of crystals

\( S_{elu}(\infty) \) = Electric entropy of melting

\( S_{pos}(\infty) \) = Positional entropy of melting, \( S_{pos}(\infty) = -R(x_{+}\ln x_{+}+x_{-}\ln x_{-}) \)

\( S_{m}(\infty) \) = Melting entropy

\( S_{vab}(\infty) \) = Vibrational entropy of melting

\( S_{t}\) = \( t = 1-T/T_e \)

\( S_0 \) = A constant thickness

\( t_{FM} \) = Thickness of FM layer

\( t_w \) = Terrace width of surface steps

\( T \) = Absolute temperature

\( T_s \) = Experimental or ambient temperature

\( T_{B} \) = Blocking temperature of superparamagnetism

\( T_{B} \) = Blocking temperature of exchange biased AFM/FM bilayers

\( T_c \) = The Curie temperature

\( T_m \) = Melting temperature

\( T_M(0) \) = The Morin temperature at \( H = 0 \) oe
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\[ T_N \] = The Néel temperature
\[ T_r \] = Spin reorientation transition (SRT) temperature
\[ T_{sg} \] = Spin glass transition temperature
\[ x_A \] = \( x_A = 1/(1+\Delta V/V_s) \)
\[ x_v \] = \( x_v = 1-x_A \)
\[ y \] = \( y = 2g\mu_B\mu_0F_m \)
\[ \Delta U \] = Energy density difference between the nanocrystal and the nanoliquid
\[ U_e \] = Elastic energy of magnetic films
\[ U_i \] = Film/substrate interface energy
\[ V \] = Volume of particles
\[ V_m \] = Molar volume
\[ w \] = An indicator for the bond nature in BOLS model
\[ z (z_v, z_s, z_v) \] = Coordination number (CN) where subscripts v and s show bulk and surface CN, and \( z_{sv} = z_v/z_s \)
\[ z_0 \] = A number of order unity
\[ \Theta_0 \] = The Debye temperature
\[ \alpha_0 \] = Angle between AFM sublattice magnetization and AFM anisotropy axis
\[ \alpha_s \] = \( \alpha_s = \sigma_s(2D)/\sigma_s(D) \)
\[ \alpha_l \] = \( \alpha_l = \sigma_l(2D)/\sigma_l(D) \)
\[ \beta \] = Layer thickness of surface liquid
\[ \beta_0 \] = Angle between magnetization and FM anisotropy axis
\[ \chi \] = Yield strength
\[ \chi_0 \] = Bulk yield strength
\[ \chi_0' \] = \( \chi_0' = k_s'\exp[Q(D)/(2RT)] \)
\[ \chi_0'' \] = Temperature-independent term of \( \chi_0 \)
\[ \delta \] = A critical exponent
\[ \varepsilon \] = Bond energy
\[ \varepsilon_m \] = Strain
\[ \gamma(\gamma_l, \gamma_{sv}, \gamma_v) \] = Interface energy where subscripts sl, sv and lv denotes solid-liquid, Solid-vapor and liquid-vapor interface
\[ \eta \] = \( \eta = (h-h_{sub})/h \)
\[ \lambda \] = A universal critical exponent
\[ \lambda_m \] = Magnetostriction constant
\[ \mu \] = Electrical conductivity
\[ \mu_0 \] = Permeability of the vacuum
\[ \mu_B \] = The Bohr magneton
\[ \theta \] = Contact angle between a particle and the matrix
\[ \theta_0 \] = Angle between applied field and FM anisotropy axis
\[ \rho \] = Mass density
\[ \sigma (\sigma_s, \sigma_i) \] = Atomic root of mean-square displacement where subscripts s and i denote surface and interior atoms
\[ \sigma_m \] = Applied stress
\[ \tau (\tau_0) \] = Superparamagnetic relaxation time (related characteristic time)
\[ \upsilon \] = Characteristic vibration frequency
\[ \upsilon_E \] = The Einstein frequency
\[ \xi_0 \] = Microscopic length
\[ \xi_1 \] = \( \xi_1 = J\sqrt{K(2K_{AFM}^M)} \)
\[ \xi(T) \] = Temperature-dependent spin-spin correlation length
\[ \infty \] = Bulk size
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