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Abstract: Historic information is often crucial for assessing changes and drivers for wildlife and habitat changes although 
it is often plagued with statistically poor quality. Here we developed three habitat models on two different scales for 1939 
for the white stork (Ciconia ciconia) in the region of former East Prussia. We used a geographical information system and 
a statistical modeling algorithm that comes from the disciplines of machine-learning and data mining (TreeNet). The oc-
currence of white stork nesting grounds is mainly defined by the variables ‘distance to forest’, ‘distance to/density of set-
tlement’, ‘distance to pasture’ and ‘distance to coastline’. The models present for the first time a quantitative predictive 
distribution estimate for East Prussia. They are a sound foundation but could be further improved by more data regarding 
the structure of the habitat and more exact spatially explicit information on the location of white stork nesting sites. 
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INTRODUCTION 

 White storks that nest in the former German province of 
East Prussia (equals app. the current Russian oblast Kalinin-
grad and the Polish voivodship Warmia-Masuria) are part of 
the Masurian-Baltic core population. This region shows a 
very high density in nesting (more than 10 nesting pairs per 
km2 in the overall region and even 30 nesting pairs per 100 
km2 in the Polish section [1]). This finding contrasts the 
situation of the white stork in large areas of Western Europe 
where the number of successfully nesting white storks has 
been severely diminished due to human interference into 
nature by irrigation, monocultures, intensive agriculture and 
other practices that are widely known to be unsustainable 
(e.g. [2-5]). Thus, the question arises which environmental 
factors and conditions in East Prussia (in the past and in the 
present) have made this region such a successful nesting 
ground for the white stork? Secondly, are there differences 
for this productive population within the region or when ex-
ploring different scales? 

 Man has long shown a keen interest in the white stork [6, 
7]. The first large-scale inventory in parts of Poland was 
exercised as early as 1876 [8]. In the region of former East 
Prussia a first inventory was done in 1905 [9, 10]. A first 
international census of the white stork population of many 
European countries took place in 1934, and then was re-
peated almost continuously at decadal intervals. One should 
mention in this context that animal surveys are statistically  
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not trivial and that the methods for obtaining reliable esti-
mates with high confidence have greatly improved by now 
[11, 12]. However, they have not been applied at that time, 
resulting into somewhat incomplete, biased, imprecise esti-
mates with unknown but likely very high confidence esti-
mates. 

 The impressive and comprehensive data material on the 
development of white stork populations that is available has 
further been extended by a variety of surveys, e.g. by studies 
on the ecology of food supply (e.g. [13, 14]) or on the migra-
tion behavior of the white stork (e.g. [15-17]).  

 An increasing digital availability of data sets (see [18]) 
on the biotic and abiotic characteristics of the landscapes, 
and in connection with GIS and progressive statistical meth-
ods provide a unique modeling opportunity of the environ-
mental requirements for this species. But only in the last few 
years powerful methods in statistics were developed which 
show promising results in their applications, especially in 
regards to predicting species-habitat-relationships [19, 20] 
and when using poor quality, or sometimes even faulty data 
[21]. These methods originate, in part, from the disciplines 
of ecological niche modeling, machine-learning and data 
mining. That makes them important tools in the interpreta-
tion of historic data, for which the method of assuring the 
data details often can not be completely reconstructed, and 
which often do not adhere to high quality data collection 
methods. That is why faults, and a valid inference from such 
data, are so difficult to assess [20, 22], harming our knowl-
edge on historical bird information. 

 In this study, for the first time, we develop a historic 
habitat model for the white stork using GIS and advanced 
modeling techniques in order to overcome inherent problems 



2    The Open Ornithology Journal, 2010, Volume 3 Wickert et al. 

in historical data for generalization. It is our goal to present 
general methods how such information can be derived, and a 
first application and model as a sound foundation for assess-
ing changes in wildlife and habitats over time. Our data, 
code and methods are freely available for further improve-
ment. 

METHODS 

Study Area in the 1930s 

 The region of former East Prussia is situated between the 
53rd and the 56th northern latitude, and the 18th and 23rd 
eastern longitude. In the north it borders on the Baltic Sea 
and the River Neman (‘Memel’), in the West on the Rivers 
Nogat and Vistula (‘Weichsel’) and in the East on Lithuania. 
In the South, the former province stretched to the southern 
tip of the Masurian Lakes Platteau (‘Masurische Seen-
platte’). From 1922 to 1939 East Prussia covered an area of 
36,992 km2 having approx. 2.5 million inhabitants in the 
year 1939 [23]. The capital of the province was Kaliningrad 
(former Königsberg). In former East Prussia the main 
sources of income and business were in agriculture and for-
estry sectors. Cattle farming became another important 
source of income, since it was widely independent of unex-
pected climatic impairment which traditionally led to a col-
lapse in the crop yield. Even with the beginning of industri-
alization 1860s onwards little changed due to the lack of 
natural resources (coal deposits) and the dominance of the 
agricultural structure. In 1936, 47.2 % of the total area of 
East Prussia was used as crop land, 20 % as pastures and 
19.3 % as forest acreage [24]. 

Modeling Approach to Generalize from Incomplete, His-

toric Data Sets 

 For overcoming the inherent problems in historic bird 
and habitat data, a powerful and progressive machine learn-
ing algorithm called TreeNet was used, the software is of-
fered by Salford Systems Ltd. (http://www.salford-
systems.com). TreeNet is a tree-based computational method 
within the realms of data mining, and presents one of the 
many modeling algorithms in the statistical modeling tool-
box (see [20] for overview). One of its strength is that it is 
non-parametric and that it can be used for regression as well 
as classification problems, with continuous and/or categori-
cal predictors. The underlying mechanism used for building 
the model is called stochastic gradient boosting which was 
developed and is described by [25]. The behavior of these 
algorithms is well known [26], adding confidence to these 
methods. They prove very powerful and are likely playing a 
major role in future modeling applications worldwide [20, 
27], and for the natural resource management and many 
other applications. 

 Due to its complex software algorithm, TreeNet is often 
referred to as a ‘black-box’, and therefore it was widely re-
jected by biologist so far. However, there are several advan-
tages of TreeNet compared with other techniques that are 
often used for building habitat models such as Generalized 
Linear Models (GLM) or Discriminant Function Analysis 
(DFA): if applied carefully, (i) it automatically selects the 
important predictor variables, thus no prior variable selection 
or data reduction is required, (ii) the results are invariant 
with regards to modifications of the data such as transforma-

tion or rescaling, (iii) the approach can handle missing val-
ues automatically and in the best possible, predictive way, 
and (iv) it is immune to outliers in predictors or the target 
variable, i.e. if samples are coded incorrectly and the model 
prediction starts to diverge substantially from observed data, 
that data will not be used in further updates, and (v) it can be 
learned and applied very quickly by users allowing us to 
focus on the real biological questions underneath. TreeNet 
constructs models conveniently and without time-consuming 
pre-processing of the data. Furthermore, it is remarkably 
resistant to overfitting. Hastie [26] calls the approach of mul-
tiple additive regression trees, which TreeNet is based on, an 
effective off-the-shelf procedure for data mining. Further, 
and because TreeNet can be used in a huge variety of appli-
cations beyond data mining, modeling and multiple regres-
sions Salford Systems Ltd. refers to TreeNet as “the closest 
tool we have ever encountered to a fully automated statisti-
cian” [28]. 

Spatial Scale 

 The question of spatial scale plays an important role for 
many wildlife research projects [29, 30] and in particular for 
the white stork as a wide range species. For a valid assess-
ment, modeling should be executed on different scales, since 
important influencing factors might be ignored or rather the 
influence of factors can vary with the scale [31, 32]. For ex-
ample, the influence of climate data or vegetation on a broad 
scale can be overridden by competition or other biological 
processes on local scale [29, 32]. Also influenced by the data 
availability in our study the modeling was done on two dif-
ferent scales: (i) on a point scale using spatially exact nest 
locations and (ii) on an administrative district (polygon) 
scale modeling the density of white storks per district. The 
definition of the scales was influenced by the data availabil-
ity but also biology. However, it might not necessarily repre-
sent a perfect choice for the white stork. However, exact 
scales for this research question are not known, yet. And 
using a small and a large scale is traditionally used and al-
lows for a first assessment of scale [30]. This question has 
not been addressed before for White Storks. 

Habitat Model at Point Scale 

White Stork Data at the Point Scale 

 Two data sets describing the occurrence of white storks 
in East Prussia were available for the modeling at the point 
scale: 

 Data set 1 consisted of 418 individual banding locations 
derived from the white stork banding data set hosted and 
maintained by the German ornithological station ‘Vogel-
warte Radolfzell’ (Fig. 1) which cover the period 1908 to 
1944. White storks are usually banded as juveniles in their 
nest assuring that there were nest sites close to the banding 
locations [33, 34]. The given coordinates for the nest loca-
tions showed an accuracy of +/- 1 spatial minute (corre-
sponds to approx. 1.2 km from east to west and 1.8 km from 
north to south). More than  of the nest sites (148 of 418) 
were located in the district of Insterburg due to intensive 
banding of white storks in this region in the years 1931 to 
1942 (and possibly beyond that [33]). When using all 418 
presence points to build a model, the variable ‘distance to 
coastline’ emerged to be the only relevant important predic-
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tor variable for the distribution of nest sites of white storks. 
In order to better assess for an overestimation of habitat fea-
tures of the district of Insterburg due to human banding ac-
tivities, 19 points were chosen at random from the district of 
Insterburg. This number represented the maximum number 
of points where banding was exercised in one of the other 
districts (which was Königsberg-Land). So the number of 
nest sites used for the modeling as presence locations reads 
289, which allows for a more representative presence pic-
ture. For absence locations 578 points were distributed at 
random over the entire study area using the extension 
‘Hawth’s Tools’ [35] in ArcMap. These points did not repre-
sent a confirmed absence; however, instead they represent 
pseudo-absences and are the points of the habitat available to 
nesting white storks. Using pseudo-absences is a common 
method applied in such studies (see e.g. [22, 32]). 

 Data set 2 is derived from an inventory of the white stork 
breeding population done in 1931 (Fig. 2). Unfortunately, 
the original data which was hosted by the ornithological sta-
tion ‘Vogelwarte Rossitten’ was lost during the Second 
World War so that the survey at hand can only be traced 
from the map of the inventory, published in [10]. The num-
ber of white stork breeding sites, summarized by community, 
is shown in the community center. So the map does not show 
exact nest locations, meaning no real presence/absence read-
ing, but merely an outline on the level of communities [10]. 
Nevertheless, this presents currently the best available map 
for this subject. After georeferencing the map was converted 
into a raster and overlaid with a point shapefile in which 
points were regularly arranged at a distance of 500 m for the 

entire study area (for details see [36]). All points on a raster 
cell indicating a nest location were coded as presence points 
(value ‘1’), all other points as absence points (value ‘0’). 
Since the representation of the white stork count does not 
correspond with the exact locations of the nests, but rather 
places them in the centers of the communities, only points at 
a distance of 2 km from the next presence point were used as 
absence points in the modeling. A selection of 5,000 loca-
tions from all the presence as well as absence points (a total 
of 10,000) was randomized, allowing for representative pres-
ence and pseudo-absence locations of white stork nest sites. 

Environmental Data at Point Scale 

 For the historical model at point scale, the characteriza-
tion of the landscape structure was achieved by using re-
prints of 15 official topographical maps with a scale of 
1:100,000 that originated for the main part from the year 
1939 (except for two maps from 1941 and one map from 
1942). After georeferencing the maps, different habitat fea-
tures relevant for white storks (forest, lake, watercourse and 
settlement) were digitized manually using the Editor feature 
in ArcMap (see Fig. 3). Land use classes like wetland, pas-
ture/meadow or cropland, which are potentially important for 
the distribution of the white stork as well, could not be digit-
ized, since they were not clearly defined and distinguishable. 
For the layers ‘forest’ and ‘lake’ all forests and lakes marked 
on the maps showing an expanse of more than 1 km in any 
direction were digitized as individual objects. It was as-
sumed that smaller objects have no relevant influence on the 
large-scale selection of breeding sites for the white stork 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (1). White stork data set 1: Banding locations (418) from the banding data base of the German ornithological station ‘Vogelwarte Ra-
dolfzell’. 
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because foraging trips can reach a radius up to 5 km from the 
nest [5]. For the layer ‘watercourse’ any waterbody repre-
sented on the maps by a double line (indicating a wider area) 
was digitized. In order to digitize the settlements according 
to their size, the settlements were divided into six different 
categories according to the different font sizes representing 
the names and the population size of the settlements. To 
minimize edge and fringe effects in the forthcoming model-
ing component, all objects that fitted one of the four land use 
classes were digitized up to about 4 km beyond the bounda-
ries of the survey area (for more details see [36]). As the 
topographical maps also showed the division of the province 
of East Prussia in its districts, a layer could be digitized con-
taining 37 administrative districts as polygon features. The 
districts of Rosenberg and Marienwerder, which are located 
in the south west of former East Prussia, had to be excluded 
from the investigation due to a lack of the relevant topog-
raphical maps. 

 Furthermore, a digital elevation model (DEM) derived 
from the Global Land One-Kilometre Base Elevation 
(GLOBE) data set of 1999 (available under 
www.ngdc.noaa.gov/mgg/ topo/globe.html) with a horizontal 
grid spacing of 30 arc seconds and a digital coastline data set 
extracted from the freely available online World Vector 
Shoreline data set of 1990 (WVS, available at the U.S. Na-
tional Geographic Data Center (NGDC) website 
http://rimmer.ngdc.noaa.gov/coast/) was used as additional 
layers for the modeling. Despite the difference of about 50 
and 60 years respectively when compared to the year 1939, 
these data sets were used because they represent the best 
available data for this study as it can be assumed that any 
changes which may have occurred will have taken place on a 

scale which will have no influence on white storks and the 
creation of the model. 

 For the modeling a raster with a cell size of 100 m * 100 
m was created for each of the layers ‘forest’, ‘lake’, ‘water-
course’ and ‘coastline’. Each raster cell contained a value 
which showed in meters the distance to the next object of the 
layer. For the layer ‘settlement’ a classification according to 
different size categories was taken and the following dis-
tance raster created: ‘size range 1 to 3’, ‘size range 1 to 4’, 
‘size range 1 to 5’ and ‘size range 1 to 6’. For each of the 
raster the value of the individual cells indicated the proxim-
ity to the next settlement of one of the included size catego-
ries. This was done because we assumed that localities of 
different size will have a varying impact on the distribution 
of white stork nesting sites, and deserves to be tested for its 
predictive performance. Further, several density raster with a 
cell size of 100 m * 100 m were generated for the layer ‘set-
tlement’ using the Density-Tool ‘Kernel’ of the Spatial Ana-
lyst with a radius setting of 5 km. According to different size 
categories the following raster were generated: ‘size range 1 
to 4’, ‘size range 1 to 5’ and ‘size range 1 to 6’. Each raster 
cell contained a value indicating how close the settlements 
were located to one another. So it was possible to test which 
pool of size ranges and whether density of or distance to 
settlements showed the greatest effect explanatory on the 
distribution of breeding white stork. During the modeling 
process, each time only one of the created distance or density 
raster was included in the model and the one with the strong-
est effect on the response variable was selected to create the 
final model. 

 For the modeling in TreeNet a TXT file each was created 
containing all the presence and absence locations for the two 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (2). White stork data set 2: Breeding grounds in East Prussia as surveyed in 1931, published in Schüz (1933). 
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white stork data sets. For each predictor variable a column 
was added specifying a value for every location. 

Modeling in TreeNet at Point Scale 

 Since the target variable was binomial (value ‘1’ for nest 
locations and value ‘0’ for available/absence points), the 
algorithm for 'Binary Logistic Models’ was selected in 
TreeNet.  

 As output, TreeNet provided a TXT file in which a value 
between 0 and 1 was listed for every point. To make predic-
tions for the complete study area, a point shapefile was es-
tablished in which points were regularly placed throughout 
the study area at a distance of 1 km and the value of the ap-
propriate set of variables was allotted to each of these points. 
By applying a previously established model in TreeNet 
(termed grove file), a prediction of an index of relative im-
portance could be made showing for each point a suitability 
as a white stork breeding site. 

 Model 1 was created using the predictor variables ‘dis-
tance to forest’, ‘distance to lakes’, ‘distance to watercourse’, 
‘distance to coastline’, ‘elevation’ and ‘density of settle-
ments, size range 1 to 5’. For the evaluation, 2000 randomly 
chosen points (1,000 presence and absence points each) of 
the data set of the white stork count from 1931 (Data set 2) 
were used as test data set. For the test data set a prediction 
was carried out using TreeNet and the area under the ROC-
Curve (Area under the curve - AUC) was calculated. For that 
a Delphi program provided by B. Schröder was used (version 
January 2004), downloadable from the internet under (http://-
brandenburg.geoecology.uni-potsdam.de/users/schroeder/do-
wnload.html). With that program it was also possible to cal-
culate bootstrapped confidence intervals for the AUC values 
with the percentile method referring to [37]. 

 To create Model 2 the predictor variables ‘distance to 
forest’, ‘distance to lakes’, ‘distance to watercourse’, ‘dis-
tance to coastline’ and ‘elevation’ and ‘distance to settle-
ment, size range 1 to 5’ were used. In order to evaluate 
Model 2 all 418 nest locations from Data set 1 were used. 
Since this data set only dealt with presence points, no values 

for AUC, sensitivity or specificity, could be established as 
for the evaluation with presence-absence data. That is why 
instead a Spearman-rank Correlation was used as described 
in [38]. A prediction was created on a regular point grid (dis-
tance between points = 1 km) which covered the complete 
study area. The predicted values were allotted to ten bins of 
identical size as described in [38]. In ArcMap the value of 
the original values of every point was converted to the num-
ber of the appropriate bins (1 to 10). Then, the area could be 
calculated that the individual bins covered (number of points 
per bin = area in square kilometer per bin). In the following 
step, the number of the 418 nest locations per bin was calcu-
lated and the area-adjusted frequency established (number of 
points of the testing data sets per bin divided by the area of 
the respective bin). A Spearman-rank Correlation was calcu-
lated with the bin number as the categorical variable and the 
area-adjusted frequency as the continuous variable. The cal-
culation was carried out with the program R (version 2.3.1). 
To establish the deviation within the model the data set was 
divided randomly into five even-sized subsets for which the 
area-adjusted frequency each was calculated [38]. Another 
measure to evaluate the performance of a model when only 
opportunistic data (presence-only) is available is the calcula-
tion of the minimal predicted area (MPA). The MPA is the 
area obtained by considering all raster cells of the study area 
showing an occurrence. Based on the rule of parsimony the 
smaller the minimal predicted area the better is the perform-
ance of the model (see also [39]).The value above which 90 
% of the locations of the test data set were observed is used 
as a threshold to transform the predicted values for the whole 
study area into occurrence and non-occurrence (as in [22]).  

Habitat Model at Administrative District (Polygon) Scale 

White Stork Data at the Administrative District Scale 

 In the year 1934 an international population assessment 
was carried out. Figures of the census for the individual ad-
ministrative districts of the province of East Prussia were 
published in [40]. The counted number of white stork breed-
ing pairs per 100 km2 was given for every administrative 
district (Fig. 4). 

 

 

 

 

 

 

 

 

 

Fig. (3). Study area with the GIS layers (except for the DEM) applied for the modeling: left: Lake-, Forest, River- and Coastline-Layer; 
right: Settlement-Layer. 



6    The Open Ornithology Journal, 2010, Volume 3 Wickert et al. 

 
 

Fig. (4). White stork data set 3: Density of breeding pairs per 100 
km2 for the 37 administrative districts. 

Environmental Data at Administrative District Scale 

 The area per administrative district of the land use types 
‘arable land’, ‘pasture land’ and ‘forest’ in the year 1936 
could be taken from [24]. In addition the digitized layers 
‘settlement’ and ‘lake’ derived from the historical topog-
raphic maps as well as the information on the coastline and 
the DEM were used. The lake layer was converted to a raster 
covering the whole study area with a cell size of 100 m * 
100 m. Subsequently, the percentage of area which was lake 
(‘water’) could be calculated for every administrative dis-
trict. For the layer ‘settlement’, the numbers of settlements in 
the districts were counted. Here, a sub-division was taken, 
creating three different variables: ‘number of settlements, 
size range 1 to 4’, ‘number of settlements, size range 1 to 5’, 
and ‘number of settlements, size range 1 to 6’. The average 
reading of all the raster cells of the DEM in the individual 
administrative district was calculated as the variable ‘eleva-
tion’. For defining the variable ‘distance to coastline’ the 
average of all raster cells in the created raster showing the 
distance to coastline was calculated. 

Modeling in TreeNet at Administrative District Scale 

 The variable ‘number of storks per km2’ served as target 
variable. Since it concerns a continuous variable, in TreeNet 
the algorithm for ‘Logistic Regression Models’ was chosen. 
Because no independent data set was available for evaluating 
the models, the testing was done in TreeNet using a 10-fold 
cross-validation. This is recommended for small data sets 
when one cannot afford to reserve some data for testing [41]. 
The data set is partitioned into 10 bins. Then, a model is cal-
culated for nine bins while the 10th bin serves as test data 
set. This is repeated 10 times until every bin was once used 
as test data. After all 10 folds are completed, the results from 
each fold are averaged to get a fair test estimate of the all-
data model performance [28]. 

 For Model 3 the variables ‘arable land’, ‘pasture land’, 
‘forest’, ‘water’, ‘distance to coastline’, ‘elevation’ and 
‘number of settlements per km2, size range 1 to 5’ served as 

predictor variables. To evaluate the model the mean absolute 
error (MAE) between observed and predicted values was 
calculated. MAE is often used as a similar measure than to 
determine the goodness-of-fit of models [42, 43]: 
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 The Coefficient of Efficiency can have values between 
minus infinite and 1 (perfect model). 

RESULTS 

Habitat Models at Point Scale 

 For each predictor variable, TreeNet offers a relative im-
portance score (Table 1). „The relative importance score 
provides a relative measure of each variable’s contribution to 
the model’s predictive power. The raw importance scores are 
rescaled so that the most important variable always gets a 
score of 100. The raw variable importance score is computed 
as the cumulative sum of improvements of all splits associ-
ated with the given variable across all trees up to a specific 
model size.” [28]. So TreeNet allows a ranking of the used 
predictor variables according to their importance in the 
model. However, one should keep in mind that such a rank-
ing is different from using p-values or AICs, because it is 
derived from a different method and distinct underlying sta-
tistical assumption than log-likelihood and parsimony for 
instance. Table 1 shows the variable importance for the pre-
dictor variables used to create the two models at the point 
scale. The three most important predictors are ‘distance to 
coastline’, density of settlement’/‘distance to settlement’ and 
‘distance to forest’ in both models, but the ranking is exactly 
reversed. 

 One option for the interpretation of the model is offered 
by the partial dependence plots, provided by TreeNet. They 
show the effect of the respective predictor on the response 
including the interdependency with the other predictors ap-
plied.  

 In Figs. (5) and (6) the partial dependence plots for the 
three most important predictor variables for Model 1 and 
Model 2 are shown. Comparing the influence of each predic-
tor in the two different models it can be seen that they show 
similar effects.  

 The predictor ‘distance to coastline’ (Figs. 5a and 6c) 
shows a positive effect on locations which are located up to a 
distance of about 30 km (Model 2) to 60 km (Model 1) from 
the coastline. With increasing distance to the coastline the 
partial dependence reads negative. Especially in Model 1, a 
strong negative effect arises. Regarding Model 2 a re-
increasing positive influence of the predictor can be seen on 
locations showing a distance of 130 km to 140 km from the 

����

����
�	�	

�	��

���
����
����	���

��������

��

�� ����

		��

���	 ����
�	��

��

		��
�	�	

����

�	��
	�

���	 �
��

���	

�
�


�	��

����

���


����

����

	���

	���

	
��

����

	��	

� �� �� �� �� �� ���
�	




�

�





Spatially Predictive Habitat Modeling of a White Stork (Ciconia Ciconia) The Open Ornithology Journal, 2010, Volume 3    7 

coast with a second maximum at a distance of about 150 km. 
Regarding the influence of the predictor derived from the 
layer ‘settlement’ on the response (Fig. 5b and 6b), it can be 
established that the effect on locations located in an area 
with a high density of settlements (Model 1) or in proximity 
to a settlement (Model 2) is positive. The partial dependence 
gets negative if the density of the settlements is lower than 
0.1 (Model 1) or if the distance to the next settlement is 
higher than 1.5 km. Note that for Model 1 the density of set-
tlements was used as predictor variable in contrast to the 
distance to the next settlement in Model 2, and therefore the 
plots seem to show a reverse development although the same 
effect is predicted. 

 The correlation of the predictor ‘distance to forest’ and 
the predicted response (Fig. 5c and. 6a) result in negative 
readings at a short distance of about 1 km (Model 2) to 2 km 
(Model 1) to the next forest. With increasing distance the 
partial dependence shows positive values.  

Evaluation of the Models at Point Scale 

 For Model 1 the calculated AUC value for the test data 
set (per 1,000 randomly chosen presence and absence loca-
tions of Data set 2) represent 0.790 with a confidence inter-
val of 0.771 - 0.809. An AUC of 0.790 means that when ar-
bitrarily selecting a breeding pair from a presence and an 
absence location the predicted reading for the presence loca-
tion is higher than the predicted value for the absence loca-
tion by 79%. According to [44] a model with an AUC of 
between 0.7 and 0.8 is to be considered as ‘acceptable’. 

 For Model 2 no calculation of an AUC value was possi-
ble because as independent test data set only the presence-
only locations of Data set 1 were available. Therefore, a 
Spearman-Rank Correlation had to be carried out which 
showed a value of 0.976, indicating a high performance of 
the model to predict the observed nest locations. For the de-
termination of the variance within the test data set it was 
divided into 5 subsets and the medium area adjusted fre-

Table 1. Importance of the Predictor Variables of Model 1 and Model 2 

 Relative Importance Score 

Environmental variable Model 1 Model 2 

Distance to coastline 100.00 78.69 

Density of/distance to settlement(s) 92.26 97.44 

Distance to forest 76.82 100.00 

Elevation 57.65 50.19 

Distance to lake 47.64 58.25 

Distance to watercourse 44.48 56.65 

 

 

 

 

 
Fig. (5). Partial dependence plots for predictor variables employed in Model 1; a) ‘distance to coastline’, b) ‘density of settlements, size 
range 1 to 5’ and c) ‘distance to forest’. 

 

 

 

 

 

 
Fig. (6). Partial dependence plots for predictor variables employed in Model 2; a) ‘distance to forest’, b) ‘distance to settlement, size range 1 
to 5’ and c) ‘distance to coastline’. 
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quency as well as the standard deviation were calculated 
(Fig. 7). 

 When calculating the MPA for Model 2 (as in [22]) 75 % 
of the total survey area lay within the occurrence area 
(minimal predicted area). This shows that the white stork is 
predicted to be a widespread species within the study area. 
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Fig. (7). Average area adjusted frequency with standard deviation 
per bin for the predicted values of the test data set (divided into five 
sub-samples). 
 
 Fig. (8) shows the index of relative importance calculated 
for the entire study area based on Model 1 and Model 2 re-
spectively. Because the environmental data used to charac-
terize the locations originated mainly from the year 1939 the 
predictions are related to this year. The predicted relative 
occurrences are located between 0.29 and 0.74 for Model 1 
and between 0.001 and 0.972 for Model 2. Fig. (8) explains 
once again the evidence of the partial dependence plots and 
the relative importance score of the predictor variables: In 
Model 1 the variable ‘distance to coastline’ is the most im-
portant predictor and is most influential in the distribution of 
nest locations. Thus, in a strip of about 60 km along the 
coastline high occurrence indices of nest locations of the 
white stork are predicted. In contrast for the southern section 
of the survey area, situated at a greater distance from the 

coastline, low occurrence indices were predicted. Applying 
Model 2 high values were predicted in a strip of about 20 km 
along the coastline as well as at a distance of about 150 km 
from the coastline at the southern edge of the study area. A 
further region with high indices of relative importance is 
predicted in the northwest of the survey area by Model 2. 
Throughout the complete study area, locations on lakes and 
in forests or rather in their close proximity, showed as being 
virtually unsuitable for breeding in both models. Extensive 
forests and water bodies are situated especially in the south 
of the study area and correspond with the areas of a low pre-
dicted index of the presence of nest sites of white storks 
(compare Fig. 3). In these regions the concentration of the 
settlements is minimal, too.  

Habitat Model at Administrative District Scale 

Table 2 shows the variable importance of the applied predic-
tor variables calculated by TreeNet. Both predictor variables 
‘number of settlements per km2, size range 1 to 5’ and ‘per-
centage of pasture’ had considerable bearing on the model-
ing. Notably less important were the two variables ‘percent-
age of arable land’ and ‘distance to coastline’. 

Table 2. Importance of the Predictor Variables of Model 3 

Predictor Variable Relative Importance Score 

Number of settlements per km2 100.00 

Percentage of pasture 90.67 

Percentage of forest 54.40 

Percentage of water bodies 53.97 

Elevation 40.16 

Percentage of arable land 27.29 

Distance to Coastline 23.77 

 

 

 

 

 

 

 

 

 

 

 

Fig. (8). Predicted index of relative importance for the year 1939 applying Model 1 (left) and Model 2 (right). 
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 For the graphic visualization of the effect which the indi-
vidual predictor has on the predicted response the partial 
dependence plots are shown in Fig. (9). The largest influence 
on the predicted response was contributed by the predictor 
‘number of settlements per km2 (Fig. 9a). Up to a number of 
0.11 settlements per square kilometer a negative partial de-
pendence of -4 was found. With a growing number of set-
tlements the partial dependence increased continuously 
reaching zero point at about 0.13 settlements per square kilo-
meter and had a high positive reading of 9 from about 0.19 
onwards. The predictor ’percentage of pasture’ (Fig. 9b) 
showed a high negative partial dependence of -0.8 for dis-
tricts that showed a reading lower than 15 %. From there the 
partial dependence rose considerably, reaching zero point at 
about 17 % and showing a positive partial dependence of 3 
as from a percentage of 22 % pasture in the district. The pre-
dictor variable ’percentage of forest’ (Fig. 9c) presents us 
with a high partial dependence for districts with a percentage 
of up to 15 % forest. The partial dependence declined with 
increasing percentage, reaching zero point in districts with 
roughly 17 % forest and showed a negative reading of nearly 
-3 as from 25 % forest in the district.  

Model 3 had a mean absolute error (MAE) of 5.22. The Co-
efficient of Efficiency had a value of 0.80.  

DISCUSSION 

The White Storks’ Selection of Nesting Sites in Former 

East Prussia 

 Our knowledge, so far, about habitat selection of white 
storks in former East Prussia has been very limited. Here we 
offer for the first time results and methods on how to over-
come these problems towards (spatial) generalization. We 
are proposing quantitative habitat associations and predic-
tions to be tested and improved by the scientific community 
for better management of this precious resource. 

 In Model 1 and Model 2 the three environmental vari-
ables ‘forest’, ‘coastline’ and ‘settlement’ are most influen-
tial in the white stork’s choice of nesting place in East Prus-
sia (Table 1). In Model 3, which models the density of white 
stork breeding pairs in the different administrative districts, 
the variables ‘settlement’ and ‘forest’ also show a great ef-
fect on the modeling with a relative importance score of 
100.00 or rather 54.40 (Table 2). The variable ’coastline’ 
plays only a subordinate role. The variable ’pasture’, which 
depicts how much area per administrative district is ex-
ploited agriculturally as pasture or meadow, is the second 
most important predictor in Model 3 having a relative impor-
tance score of 90.67. For the Model 1 and Model 2 no data 

on agricultural usage was available and so this aspect has to 
go unconsidered for now but deserves more study. Compar-
ing the models on the two scales (Model 1 and 2 vs. Model 
3) no relevant difference could be found about the effect of 
the used predictor variables. 

 Surveys on the feeding ecology of the white stork in 
agriculturally effected areas have shown that to a great extent 
the white stork selects pasture and meadow with a low height 
of vegetation for foraging [5, 13 ,45]. Agricultural crop land 
appear to play an inferior role and shows only a greater 
availability of food supply at the time of working the land 
and after the harvest, i.e. at the end of the nestling phase [14, 
46]. 

 The ‘forest’ predictor is also of major importance in this 
model. Thus, the vicinity to forests has a negative effect on 
the probability of the white stork occurrence. According to 
the created models dense woodland must be regarded as in-
adequate habitat for the white stork, since the optically orien-
tated stalking predator has apparently difficulties in finding 
food supply there [10, 47]. Aerodynamic and predation-
related reasons could further contribute to this pattern. 

 Beside the availability of food supply the choice of nest-
ing ground is also determined by the vicinity to human set-
tlements, since nests are often built on emerging buildings 
[48]. Thus, in the year 1934 in former East Prussia (except 
for the districts of Rosenberg and Marienwerder) 92 % of the 
storks nested on roof tops [40]. This explains the great influ-
ence the variable ‘settlement’ has in the three models pre-
sented here. Nesting white storks are associated with a ‘light’ 
human footprint. 

 The influence of the distance to coastline in the white 
stork’s choice of nesting ground (in Model 1 and Model 2) 
has not been described yet. In particular in Model 1 this vari-
able influences the distribution of the white stork considera-
bly and leads to the prediction of their high occurrence near 
the coastline. However, considering the result of Model 2, 
there is a ‘high abundance band’ with a high predicted occur-
rence ‘probability’ for a distance of 160 km from the coast-
line. This is described for the first time. The great influence 
of the coastline could be based on a combination of several 
factors. For instance, in East Prussia a specific landscape 
composition parallel to the coastline can be found. About 
150 km from the coastline, the Baltic land ridge with an ele-
vation of maximum 313 m above sea level parallels the 
coast. South of the Baltic land ridge extensive sandy territory 
extends with broad regions of lake-land and forest probably 
unsuitable for breeding, whereas in the north of East Prussia 
loamy soils can be found with more pastures and meadows 

 

 

 

 

 
Fig. (9). Partial dependence plots for the three most important predictor variables employed in Model 3; a) ‘number of settlements, size 
range 1 to 5’, b) ‘percentage of pasture land’ and c) ‘percentage of forest’. 
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[10, 49] providing a good food supply for the white stork. 
Therefore, the distance to the coastline could be exploited as 
a proximal factor for the interaction of the different variables 
that influence the white stork’s choice of nesting ground. 
However, this may only be applicable to East Prussia with its 
characteristic landscape described here and should not be 
applied to other regions without care. The specific structure 
of the data could be a further reason for the extremely high 
influence of the ’coastline’ predictor on the occurrence of the 
white stork in Model 1. Half of all the items of Data set 1 are 
within a distance of 41.5 km to the coast (the maximum dis-
tance to the coast is 164 km). This could be due to a more 
intensive banding activity in northern East Prussia and might 
lead to an over-estimation of the quality of the nesting 
grounds near the coast. However, the modeling approach 
chosen in this study should consider the representative eco-
logical niche and help to overcome such problems of survey 
effort in space (see [21]). 

Restrictions and Constraints of the Models 

 Both data sets applied for the modeling on a point scale 
(Data sets 1 and 2) contained no real absence locations to 
show at which locations the white stork is actually not nest-
ing (=confirmed absences). Data set 1 only showed presence 
locations which registered as retraced locations by banded 
white storks and expanded into the banding data set of the 
ornithological station ‘Vogelwarte Radolfzell’. For the mod-
eling, 578 locations were randomly scattered over the study 
area (pseudo-absence locations). The pseudo-absence loca-
tions may also arbitrarily contain locations suited as breeding 
sites for the white stork [50]. 

 Although Data set 2 is based on a nearly complete map-
ping of all the white stork breeding grounds in East Prussia 
in 1931, a representation was chosen, however, in which the 
number of nesting grounds were both combined and pre-
sented in one community centre. This is because the exact 
locations (in coordinates) can only be deduced with some 
deviation. Locations were chosen at random that were at a 
distance of at least 2 km from the registered nesting site. 
Confirmed absence locations may be at sites where a pair of 
white storks has been breeding. This can lead to a decrease 
in the performance of the model, if absence locations turn 
out in fact to be suitable nesting grounds [41, 50]. 

 Furthermore, and as typical in such models [32], it must 
be assumed that not all biologically relevant variables are 
included in the modeling (e.g. see [31]). This may happen 
because important variables are not recognized as such or 
also because they cannot be surveyed (e.g. due to complex-
ity, time and effort). This is a common feature in current GIS 
models (e.g. see [51]) but supposed to improve with further 
data availability. Here, modeling methods were initiated, and 
a digital culture was set up within the white stork community 
emphasizing on the importance of such freely available GIS 
and white stork-related data. Especially in historic modeling 
only a limited choice of variables is commonly possible to 
apply, since only data can be used that is already available. A 
survey of data which have proven to be relevant for the spe-
cies to be modeled is not always possible with hindsight. 
Instead, historical data sets often originate from museums or 
archives (see [52] for overview and applications). Often, it is 
not anymore known who did the surveys and how the data 

was surveyed [20, 22]. This includes a multitude of sources 
of error concerning the quality of data applied [20, 53], and 
therefore limits a direct inference. The predictors are thus 
primarily showing correlations [32], and more hypothesis 
and on the ground work is required to assess their biological 
validity and mechanisms further. 

CONCLUSION 

 For the first time, a quantitative prediction model on 
white storks was presented, and assessed for its predictive 
performance. Based on freely available data, this study 
shows that opportunistic, historical data sets can be used 
successfully with GIS and with a robust machine-learning 
model method (TreeNet) to derive species habitat relation 
models and new biological knowledge. 

 The models generated here demonstrate that the vicinity 
of human settlements as well as the availability of sufficient 
feeding habitats (grass land with low vegetation, no close 
forest regions) have a strong influence on the nest site pres-
ence of the white stork in this region. This finding matters 
for future planning and management of landscapes if white 
storks are to be maintained. 

 Without further testing, the models generated are only 
valid for the region of former East Prussia so far. However, 
in order to transfer the relations found here between the dis-
tribution of the white stork and the state of the habitat onto 
other regions, the models would need to be further assessed 
using available data sets surveyed in these other regions. 
Model assessments are crucial for model validity, trustwor-
thiness and improvements. The applicability and value of 
this approach is rather large because a global and quantita-
tive white stork nesting model could be achieved, which 
would likely improve much of its sustainable and future 
management. 

 The models can be improved using additional variables. 
Thus, the quality of the habitat can be more closely de-
scribed from the ecological perspective of the white stork 
with data on prey availability, the level of precipitation in 
June (when the young white storks are especially susceptible 
to wet conditions) or the temperature for example. 

 To create species distribution models with the highest 
possible accuracy it is important that all relevant 
stakeholders (e.g. public authorities, archives, nature conser-
vation agencies, NGOs and scientists) co-operate and mutu-
ally exchange data with the public: only then can it be 
achieved that already existing data is exploited more effec-
tively than currently done. The ideal state would be a freely 
accessible online data bank in which relevant data could be 
queried in digital form. This would further contribute to an 
improved and sustainable management of white storks, their 
habitats world-wide and natural resources as a whole. 
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