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Abstract: Software maintenance and evolution (SME) is an important but challenging topic area for university-level 
computer science education. Seminars can be used to provide students with versatile and up-to-date knowledge on scien-
tifically relevant issues. We organized three systematic university-level seminars on SME. In these seminars 127 groups 
have each been assigned the task of analyzing one scientific SME article. The main results concern background factors re-
lating to the students, groups and articles as these affect student success in the seminars. This paper presents a strict statis-
tical analysis and a discussion of these factors. Fourteen hypotheses were set and tested regarding the relation of various 
background factors and a student's success in the seminar. The results indicate a clear relation between some of the factors 
and success. Most of the student- and group-related factors clearly affected student success, whereas most of the article-
related factors did not. The study also revealed many important ancillary results. The results support organizing, studying, 
and improving feasible seminars in this area. 
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1. INTRODUCTION 

Software maintenance and evolution (SME) is a large 
and economically important sub-field of software engineer-
ing [1]. Software maintenance most obviously includes mak-
ing changes to a software system, but it also includes many 
processes which aim at supporting and managing the making 
of changes. These processes include, for example, reverse 
engineering, program comprehension, and maintenance cost 
estimation.  

SME-activities have traditionally accounted to 50-75% of 
total software life-cycle costs in the case of successful sys-
tems with a long lifetime [2, 3]. According to some of the 
more recent studies, including [4, 5] this percentage may 
even be increasing. Therefore, SME is an important area of 
research.  

The empirically derived so-called Lehman’s first law [6] 
states that systems implementing computer applications in 
the real world must continually be adapted, otherwise they 
become progressively less satisfactory. The need for adapta-
tions and enhancements is due to the new user requirements 
and technical requirements. Successful systems with a long 
lifetime are hard to replace but also hard to maintain. Thus, 
their maintenance is elaborate but often can not be avoided. 

Because of the importance and problematic nature of 
SME there is a constant need in computer science education 
to follow scientific progress, and transfer the results achieved 
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to future professionals [7]. There is also a need to improve 
the present forms of teaching and representing issues related 
to SME. Seminars help in increasing both interactivity and 
the scope of the subject areas which can be covered in aca-
demic teaching. Despite these obvious needs and possibili-
ties very few scientific studies have been published on soft-
ware engineering seminars. Moreover, no earlier scientific 
studies appear(s) to have been done on SME-seminars. 

Hence, a clear need exists to study the feasibility, poten-
tial and limitations of seminars in the context of SME-related 
knowledge. We discussed the organization of SME-related 
seminars and confirmed the feasibility of the here-applied 
seminar-based approach on a general level in an earlier study 
[7]. This paper is based on that earlier study, but has been 
greatly extended, has a different focus, and includes a much 
deepened analysis. 

There has been a specific need to reveal and analyze 
background factors underlying student success in these kinds 
of seminars. Therefore, we analyze in detail the relationship 
between background factors and students' success in this 
paper. The analysis covers three software maintenance semi-
nars involving 127 seminar groups comprising nearly 300 
students. Tests of various hypotheses on these issues are re-
ported; the results of these tests form the main contribution 
of this paper.  

The rest of the paper is organized as follows. We first re-
view the related works as an introduction to the general state, 
problems and options of teaching SME (Section 2). Next, we 
describe the research setting and the research methodology 
used, provide descriptive statistics on the organized seminars 
and list the set hypotheses (Section 3). The main body of the 
paper (Section 4) consists of statistical analyses and their 
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results. The results are discussed in detail in a separate sec-
tion (Section 5). Finally, the paper is summarized and con-
clusions are presented (Section 6). 

2. RELATED WORKS 

The background and context of our research on SME-
seminars is that we have focused on teaching and investigat-
ing SME at the University of Jyväskylä (UJ) since 2000. 
Teaching of SME in the Faculty of Information Technology 
(FIT) of UJ has been organized by the author of this paper. 
FIT has systematically aimed at following on general level 
the recommendations of IEEE and ACM [9, 10] since 2002, 
concerning the composition of the courses it provides, e.g. 
regarding the coverage and emphasis of the issues deemed as 
essential [7], and currently, there are four advanced-level 
non-mandatory SME-courses provided for students.  

We have earlier [7] identified the following three main 
practical problems in teaching SME: 1) weak coverage of 
SME in university-level teaching, 2) limitations of the exist-
ing educational materials, and 3) hardness of reproducing 
realistic maintenance situations in teaching SME. It should 
be emphasized that we do not aim at solving these very hard 
fundamental problems as such in this paper. Instead they are 
the background and reason for the approach we have devel-
oped earlier. We will here use the taxonomy of problems to 
organize the related works section. 

2.1. Coverage of SME in Teaching 

The IEEE's project SWEBOK has suggested an in-
formed, reasonable, and extensive characterization of the 
general software engineering body of knowledge [8]. That 
knowledge has later been used in the joint ventures of IEEE 
and ACM to produce software engineering curriculum 
guidelines [9, 10]. General software engineering curricula 
development has also been discussed at general level e.g. in 
[11, 12]. 

The first general problem of teaching SME is that it gen-
erally has received very little attention from those involved 
in software engineering education as compared to its impor-
tance. SME has unfortunately traditionally not been among 
the most fashionable subject areas among students, compa-
nies, or academic staff, for that matter. The main reason to 
this has been that developing, and studying new kinds of 
software systems and techniques have been considered more 
interesting. This phenomenon has been recognized in many 
studies, including [13-15]. Due to this background it is espe-
cially important to offer the needed knowledge to the stu-
dents in an interesting way in order to promote SME and to 
preserve existing interest. 

The incorporation of SME into the software engineering 
curricula related to the CCSE-initiative [9] has been dis-
cussed, for example, in [16]. SME has rarely been taught 
extensively at university-level before the third year of studies 
[17, 18]. This is related to the fact that other issues have al-
ready reserved a relatively large portion of the available cur-
ricula [11].  

Possible differences in this and other regards in the uni-
versity-level education in Finland and USA have been inves-

tigated more closely in a separate sub-study in 2006 [18]. 
That study revealed that the amount of teaching hours dedi-
cated to the subject area of SME in almost all of the Finnish 
universities and many of the top US universities was still 
clearly below the latest recommendations of IEEE and ACM 
[9, 10]. The study also revealed that interactive SME-
seminars are rare or non-existent. The study covered such 
generally well-performed US universities as Carnegie-
Mellon, MIT, Stanford, Berkeley, and all 14 Finnish science 
universities. There are naturally numerous courses which 
somehow deal with SME in various universities, but only 
few of them have been systematically reported in scientific 
series.  

2.2. Educational Materials 

The second general problem of teaching SME is that the 
existing educational materials have their limitations [19]. 
There exists many books on the area, but the basic limitation 
of text-books is that they generally do not stimulate interac-
tion. There exists classic SME-books, but they are mainly 
out-dated from the technical point-of-view [2, 20]. Newer, 
management-oriented books include [21-24], but they do not 
cover all the important technical aspects.  

There are some good books, including [5, 25-26] describ-
ing some of the technical aspects such as reengineering. 
There are also many practice-oriented books on closely re-
lated areas, especially for language-dependent debugging, 
e.g. [28] and tool-specific configuration management, e.g. 
[29]. However, many of these kinds of books are heavily 
dependent on specific techniques. There also exists good 
books which, however, strongly focus on more general, rela-
tively loosely related, aspects, such as software reuse [27].  

Additionally, SWEBOK recommends references for 
software maintenance including some of these books and a 
list of refereed articles [8, Chapter 6], which are potentially 
suitable also as a basis for SME-seminars.  

2.3. Reproducing Realistic Maintenance Situations 

The third general problem of teaching SME is that realis-
tic maintenance situations appear only in realistic environ-
ments. This problem has been attacked in many studies with 
various approaches, including teaching emphasizing mainte-
nance projects [30, 31], software evolution [32], practices of 
software industry [33], a project-based course on teaching 
SME focusing on code comprehension methods [34], and 
implementing change-requests on open-source systems [35]. 

Although practical project-based approach can be very 
valuable and desirable, dealing with real-world highly con-
nected systems within the currently typical software engi-
neering courses is often difficult in practice [7]. There are 
many reasons to this: students' limited knowledge and expe-
rience, limitations on the available instructor resources, tech-
nical challenges, limitations of the size of the applicative 
works, problems in program comprehension of large-scale 
systems etc.  

We have earlier [7] concluded that this problem can be 
effectively attacked only by organizing the applicative tasks 
related to larger dedicated work-projects, which are per-
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formed in an ideal case in cooperation with industrial part-
ners [30] or related to open-source systems [35]. This ap-
proach has been followed also e.g. in FIT in form of student 
projects.  

2.4. Seminar-Based Approaches 

Based on information retrieved from IEEE Xplore and 
ACM Digital Library there are no scientific studies on SME-
seminars. We are not aware of any studies in this area, ex-
cept our earlier work [7], in any scientific publication. The 
earlier research on seminars is also very scarce in the more 
general area of software engineering. There exists only some 
remotely related studies on areas such as knowledge work 
and tools [36] and electronic commerce [37].  

As represented above, there are three main SME prob-
lems and two different kinds of issues to be taught; theoreti-
cal and applicative. Students clearly need large applicative 
team-based SME-projects. However, before they can realis-
tically be expected to be mature enough to successfully 
commit themselves to those projects they need theoretical 
knowledge on SME. Ideally, they would be provided with a 
versatile and motivating introduction consisting of solid, 
theoretical and up-to-date science-based knowledge on SME.  

Seminars can help in overcoming some of the problems 
related to the provision of that knowledge. Seminars enable 
much content within the typically strict limitations in the 
software engineering curricula and their interactive nature is 
especially suitable since preserving student interest is chal-
lenging in this area. Since there have been no earlier reported 
scientific studies on SME-seminars, we have organized 
seminars, systematically gathered novel empirical data con-
cerning their characteristics, and performed statistical analy-
ses. 

2.5. Conclusion Based on the Related Works 

This section has provided an overview of the related 
works which have some meaningful connections to our 
study. The review has revealed the state of the research in 
the area of SME. The most important observation is that 
there are no internationally reported scientific studies on 
SME-seminars, besides our earlier paper [7]. There are nei-
ther systematic scientific studies on general software engi-

neering seminars which would focus on studying the general 
factors which affect student success.  

Most of the other works have focused on studying other 
forms of teaching, which are not our focus. We are interested 
here in the background factors which affect seminar success 
regardless of the peculariarities of the selected specific 
teaching forms or other situation-dependent design choices. 
That sort of basic knowledge concerning the background 
factors is useful for understanding seminars as an effective 
way to deal with university level students, in order to be able 
to profile students and to predict their success. 

3. METHODOLOGY 

We have organized three software maintenance seminars. 
The main characteristics of the seminars as such have been 
described earlier in [7]. We will repeat in this section such 
general information which is helpful for the reader to under-
stand the context of the performed empirical study. The gen-
eral context of the seminars has been identical. They have 
been organized as part of Software Engineering -course in 
FIT.  

The instructor of all these seminars was the author of this 
paper. The general substance area of SME has been intro-
duced in the course to the students by the seminar instructor, 
and the actual seminar has followed. Seminar work tasks 
have been assigned to students to be performed as group 
works. The group works have been mandatory. Seminar 
groups organized themselves autonomously. The main task 
of each seminar group was to analyze and report one scien-
tific article. 

3.1. General Descriptive Statistics of the Seminars 

There have been a total of 127 seminar groups, and 1-5 
students in each group. The basic statistics of the seminars 
(SMS-I, SMS-II and SMS-III) are shown in Table 1. Organi-
zation of the seminars has required 343 h. of teaching re-
sources. The involved students have produced 207 credit 
units, corresponding to expected 8280 h. of studying. Addi-
tionally, about 540 h. have been used by the author of this 
paper to gathering data, performing the statistical analyses 
and preparing the related two scientific articles. Thereby, the 
total amount of resources allocated to the organization, stu-

Table 1. Software Maintenance Seminars [7] © CISSE 2008 (reproduced with permission) 

Aspect SMS-I SMS-II SMS-III Total 

Involved groups 28 45 54 127 

Active groups 24 37 46 107 

Students 76 111 109 296 

Seminar sessions 10 h. 13 h. 15 h. 38 h. 

Organization  75 h. 105 h. 125 h. 305 h. 

Total used teaching resources 85 h. 118 h. 140 h. 343 h. 

Reports produced 173 p. 251 p. 259 p. 683 p. 
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dent involvement, and reporting of the seminars by now has 
been about 9100 h.  

This is an exploratory empirical study. Guidelines for 
conducting empirical research in software engineering are 
provided e.g. by Kitchenham [38]. The statistical analyses of 
this paper have been received by using SPSS (v. 12.0.1 and 
v. 15.0.1) for Microsoft Windows (XP Professional v. 
5.1.2600). 

The main characteristics of the studied variables are pre-
sented in Appendix 1 for student-related variables (Table 6), 
group-related variables (Table 7), and article-related vari-
ables (Table 8). 

3.1.1. Students 

The notation which will be used consistently in all the 
oncoming figures is as follows: SMS-I = red, SMS-II = blue, 
SMS-III = green, circles = women, and triangles = men. 
There were 282 students who proceeded beyond the reserva-
tion of the seminar articles. 198 of these were men and 84 
women. Average age = 24.3 years, median = 23.  

Fig. (1) shows the age (SAGE) distribution of the stu-
dents as stacked based on the individual seminars. Average 
year of studies at the university = 2.6 (median = 2). FIT 
grants degrees on information systems science (ISS), and 
information technology and computer science (IT). 93% of 
the students within the study were aiming at a degree within 
FIT. 82.3 % of the students were focusing on information 
systems science [7]. 

The total accumulated amount of credit units for each 
student (SCUT) was determined, mean = 150, minimum = 
19, maximum = 335 credit units, standard deviation = 47, N 
= 269. Fig. (2) shows the distributions of SCUT and SAGE 
as a combined scatter plot (the linear regression between the 
variables is: SCUT = 129.7 + 0.817 * SAGE). Similarly, the 
total accumulated amount of computing credit units for each 
student (SCUC) was determined, mean = 76, minimum = 5, 
maximum = 159 credit units, standard deviation = 26, N = 
269. Computing includes here all the mentioned computing 
disciplines of FIT. Correlation between SCUT and SCUC is 
high, Spearman's rho ( ) =  0.600, p = 0.000 (***). 

We use in this paper the following conventional notation 
regarding the risk level (p) of the results: 0.01 <= p <0.05 are 
statistically almost significant results (*), 0.001 <= p < 0.01 
are significant (**), and p < 0.001 are highly significant 
(***). Most of the correlations in this paper are determined 
based on Spearman's rho ( ) since it does not require nor-
mality of the distribution of the tested variables.  

 

Fig. (2). Gathered student credit units: Total (SCUT) and students’ 
age (SAGE) (SMS indicates the seminars, SSEX: 0 = women, 1 = 
men). 

 

Fig. (3). Gathered student credit units: Total (SCUT) and comput-
ing (SCUC) (SMS indicates the seminars, SSEX: 0 = women, 1 = 
men). 

 

 

Fig. (4). Seminar group size (GSIZE) (SMS indicates the seminars).  

 

Fig. (1). Students’ age distribution (SAGE) (SMS indicates the 
seminars). 
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Fig. (3) shows the distributions of SCUT and SCUC as a 
combined scatter-plot (the linear regression between them is: 
SCUT = 72.4 + 1.013 * SCUC). As noted earlier students 
organized themselves into seminar groups. The group size 
distribution is given in Fig. (4). Median of the group size 
was 3. 

3.1.2. Articles 

The seminars have covered most of the important issues 
in the SME-field. The set of articles offered to the students 
has been selected by the seminar instructor based on his ex-
perience on the area. The Ph.D. thesis of the instructor [39] 
included a large literature review on SME with over 400 
references. That review served as a starting point for the lit-
erature gatherings and selections for this study. All the se-
lected articles had to fulfill the following criteria: 1) English 
as a language, 2) publication on refereed international scien-
tific series or established books, 3) publication year later 
than 1975, and 4) SME as a focus area. Complete biblio-
graphic information of the articles offered to the students is 
provided in the reference list [40-166]. 

Each article is also characterized as an annotation to its 
reference in terms of: the seminar in which it was studied, its 
main theme, sub-theme, main research method, length, and 
formality. That information is provided in the reference list 
in order to support transparency, replication of the seminars, 
and reliable permanent storage of the information. The stud-
ied articles have been classified based on their themes and 

sub-themes in Table 2. There were three primary themes and 
eleven sub-themes.  

The articles have appeared in 33 different publication se-
ries. The distribution of the studied articles related to the 
series is shown in Appendix 2 (Table 9). Most of the studied 
papers have been published in good academic journals or 
conference proceedings and others in established widely-
used software engineering text-books. 

The counts of the students analyzing articles on the spe-
cific main themes are presented in Fig. (5). Similarly, the 
counts of the students analyzing articles on the specific sub-
themes are presented in Fig. (6).  

 

Fig. (5). Article themes (ATHEM: EE = economic estimation, TA 
= tasks, TE = techniques) (SMS indicates the seminars, SSEX: 0 = 
women, 1 = men). 

Table 2. The Studied Articles and their Classification 1 

Theme: Sub-theme N Citations 

Software maintenance techniques: (50)  

Reverse engineering (TE:RVEN) 33 [43,45,49,55,58,63,64,68,70,73,74,75,77,79,80,81,84,86,89,90,105, 

106,110,122,123,128,147,150,154,155,162,163,166] 

Reengineering (TE:REEN) 7 [66,87,88,119,146,151,153] 

Program slicing (TE:SLIC) 5 [41,52,92,100,156] 

Program visualization (TE:PVIS) 5 [54,59,67,135,165] 

Software maintenance tasks: (48)  

Maintenance processes (TA:MTPR) 12 [61,78,95,104,112,118,125,136,142,144,149,164] 

Program comprehension (TA:PCMP) 23 [42,44,50,69,71,82,93,97,109,111,113,114,115,116,117,120,130,137, 

138,148,152,160,161] 

Maintainability improvements (TA:MNTB) 8 [52,83,91,107,126,127,141,159] 

Debugging (TA:DEBG) 5 [62,94,99,157,158] 

Economic estimation of maintenance: (29)  

Maintenance cost estimation (EE:COST) 5 [53,60,102,139,145] 

Maintenance effort estimation (EE:EFFE) 12 [40,46,48,56,57,65,72,85,96,121,124,140] 

Metrics and measurement (EE:METR) 12 [47,76,98,101,103,108,129,131,132,133,134,143] 

Total: 127  

1 N = number of the articles 
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Fig. (6). Article sub-themes (ATSUB) (as explained in Table 2) 
(SMS indicates the seminars). 
 

Each individual student has been given an opportunity to 
freely select; from the predefined set, the paper which best 
matches his or her background, talents, and interests. The 
selection procedure is detailed in [7]. The primary research 
methods applied in the analyzed papers were as follows: 
Theoretical analyses (T) (38.2%), empirical (E) (32.5%), 
constructive (C) (16.3%), and surveying (S) (13.0%). 

3.2. Tasks, Objectives and Evaluation 

The task of each seminar group was to: 

1) Analyze one scientific article.  

2)  Present its analysis at the seminar.  

3)  Write a carefully finished summary report of the arti-
cle.  

4)  Serve as opponent to one other group.  

5)  Listen the presentations of other groups. 

The general nature of educational objectives can be clas-
sified e.g. based on so-called Bloom categories [8, p. 1-7]. 
These concern increasing depth on: Knowledge, comprehen-
sion, application, analysis, synthesis, and evaluation. In our 
case, the students' general starting level has been such that 
they have had no earlier experience on software engineering 
related seminars or other SME-courses. For most of them 
this was also the first time they conducted academic group 
works and analyzed scientific articles written in non-native 
tongue. Therefore, the main general learning objectives have 
been to increase knowledge on SME, and capabilities on 
analyzing science-based articles of the field [7]. 

The presentations have required the students to be able to 
summarize the main points of the analyzed method or tech-
nique. Since the analyzed articles have been scientific and 
the seminars did not intend to include applicative tasks, there 
were no applicative objectives. Since the tasks were per-
formed mainly as group works communication and coopera-
tion skills were implicitly needed during the process [7]. 

Students have been evaluated based on a standardized 
form. The use of that form has aimed at paying attention to 
all the central relevant aspects in these kinds of seminars 
during the whole lifecycle of the seminar works. The stu-
dents have been given feedback by the instructor multiple 
times and by the assigned opponent group at the seminar. 

During the first phase review of the seminar reports the 
form was used as a basis for giving the groups further im-
provement suggestions. Final reports have gone through two-
phase examination by the instructor. The seminar work qual-

Table 3. Evaluation Form [7] © CISSE 2008 (reproduced with permission) 

Number Criteria Details 

1 Layout of the report There were strict instructions for the coherent format of the reports 

2 Extent of the report The size of the report within the allowed range for the article 

3 Relevance of the report's focus The report had to focus on the issues inside the article 

4 Quality of language Use of complete sentences, readability, style etc. 

5 Correctness of the details Accuracy of the presented assertions, numerical data, references 

6 Definition of the central concepts Their presence and correspondence to the original ones 

7 Description of the research problem The problem as represented in the article 

8 Description of the hypotheses For empirical works 

9 Description of the applied research methods Procedure of the study 

10 Description of the results  Main results and their implications 

11 Group’s own observations and conclusions Students' evaluation of the article 

12 Clarity of the presentation Presence of the main points, oral and audio-visual appearance 

13 Interaction between the group and audience Answers to the opponents and others 

14 Conformance to the predefined schedules Meeting the mile-stones for reviews etc. 

15 Action of the group in the role of opponents Constructive comments 
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ity has been systematically monitored by the seminar instruc-
tor based on an evaluation form which contains 15 criteria 
related to the report, presentation, and other factors [7]. 

The used criteria and the contents of the corresponding 
standardized evaluation form are presented in Table 3. Also 
the students have been aware of these criteria already prior to 
starting their seminar works. Therefore, these have been the 
operational learning objectives. Criteria 1-10 relate to the 
seminar report and criteria 11-15 to its oral presentation. 

The instructor performed the evaluation related to the 
oral presentation right after the corresponding seminar ses-
sion. Listening the presentations of other groups in turn was 
controlled only by requiring participation to the seminar ses-
sions. The instructor made the final evaluation of the report-
related factors after the group returned its final version of the 
seminar report. The instructor evaluated the seminar works 
group-wisely. 

3.3. Seminar Points and Course Grade 

All of the above-listed criteria have had a uniform weight 
to the final result of each group. The criteria have been con-
sidered carefully, in detail, and aiming at impartiality for 
each group by the seminar instructor. The above-described 
evaluation form was used to support objectivity in the 
evaluations. The final result (SPS = Student's Points of 
Seminar) has been received based on these factors. SPS has 
been handled as a continuous variable. This variable meas-
ures the success of individual students on the seminars. The 
distribution of SPS as categorized (rounded downwards to 
integers in to give the reader a compact and illustrative view) 
into six classes (SPS_CATEG) is shown in Fig. (7), which 
also shows the distribution for each seminar separately. 

The applied scaling roughly corresponds to international 
grading systems: A ... F, where: A = 5 = excellent, B = 4 = 
very good, C = 3 = good, D = 2 = satisfactory, E = 1 = suffi-
cient, F = 0 = fail. The distribution of the grades, however, 
differs e.g. from ECTS grading system [167], since ECTS 
requires specific percentiles for the categories (A: 10%, B: 
25%, C: 30%, D: 25%, E: 10%). The distribution of SPS is 
not normal as tested by (two-tailed, one sample) Kol-
mogorov-Smirnov test, p < 0.00, since the average of the 
grades is relatively high due to the general success of the 
seminars. This must be noted while interpreting the grades 
based on the standard keywords. However, because we are 
here mainly interested in the actual relative differences be-
tween the students' performance within the sample as meas-
ured numerically, instead of drawing conclusions based on 
the keywords, this is not a methodological problem for the 
study.  

Other SPS characteristics were, mean = 3.55, minimum = 
0, maximum = 5.30, standard deviation = 1.33, N = 282. 107 
groups completed their works. 20 groups could not follow 
the schedule. The seminars produced 683 pages of thor-
oughly inspected seminar reports which were made available 
to all students of FIT.  

The distribution of the students' pure examination points 
in the main course, i.e. the Software Engineering course 
(SPE_EXE_CATEG) is shown in Fig. (8). The examination 
consisted of four questions each requiring a short; about one 

page essay on the subject as an answer. As an incentive for 
the students the received seminar points were finally added 
to the examination points to receive the final course grade 
(SPE).  

 

Fig. (7). Students’ categorized seminar points (SPS_CATEG) (SMS 
indicates the seminars, SSEX: 0 = women, 1 = men). 

 

 

Fig. (8). Students’ Software Engineering course examination points 
(SPE_EXE_CATEG) (SMS indicates the seminars). 

 
The relative effect of SPS to SPE was 17.9 ... 29.4%. 

SPE characteristics were, mean = 14.52, minimum = 0, 
maximum = 28, limit for pass = 12, and for excellent grade = 
23 points, standard deviation = 6.59, N = 281. 

3.4. Hypotheses 

The set hypotheses were as follows (S refers here to stu-
dents, G to groups, and A to articles): 

HS1) General studying efficiency and especially studying 
efficiency on computing positively affects the student's 
seminar success. Computing efficiency especially is 
relevant for the topic area of the seminars. 

HS2) Student sex (i.e. gender) does not have significant in-
fluence on the student's seminar success, since men and 
women both have their own strong sides which are 
relevant in these seminars. It is likely that men are bet-
ter in mathematics and technical issues, whereas 
women in tasks requiring communication and social 
skills. 
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HS3) Student age does not have significant influence on the 
student's seminar success, since age has both positive 
and negative effects. The positive effects include e.g. 
increased experience and the negative ones slowly 
weakening physical fitness due to aging having effect 
on studying efficiency. 

HS4) Student focus area does have influence on the student's 
seminar success, such that those majoring computer 
science (CS) and similar subjects reach better seminar 
success. This is due to the better and more extensive 
relevant prior knowledge on the general topic area of 
the seminars. 

HG1) Group size does not have significant influence on the 
student's seminar success, since larger groups are as-
signed proportionally larger tasks.  

HG2) General average studying efficiency of the group posi-
tively affects the student's seminar success. This is due 
to the probably effective utilization of the capabilities 
of the gifted members of the group inside the group. 
The group-related hypotheses HG2-HG4 were formed af-
ter the statistical analyses of the student-related factors 
and the group size were completed. Those results sug-
gested that it would be worthwhile to study the group-
related factors more closely. Therefore, the knowledge 
gained from those earlier parts of the study has already 
been available for and affected the assumptions in these 
cases. 

HG3)  The composition of the group in terms of the sex of the 
individual members does have influence on the stu-
dent's seminar success in case that the sexes differ re-
garding the seminar success on the student-level (HS2). 
The reason to this is the same as in case of the hypothe-
sis HG2; the group is assumed to be capable of utilizing 
its gifted members. 

HG4) The composition of the group in terms of age of the 
individual members does affect the student's seminar 
success in case that the students having different age 
differ regarding the seminar success on the student-
level (HS3). 

HA1) The type of the article's publication series has effect on 
student's seminar success since the nature and charac-
teristics of the articles differ in different kinds of series. 

HA2) Students who analyze conference articles have better 
seminar success than those analyzing journal articles, 
since conference articles are less detailed and therefore 
easier to understand by the scientifically rather inexpe-
rienced average students. 

HA3) The article length does not have significant influence 
on student success since larger articles are targeted to 
larger groups, and thereby the relative required effort is 
the same. 

HA4) The general article theme and sub-theme do not have 
significant influence on student's seminar success, since 
each student selects his or her article. 

HA5) Formality of the article does not have effect on student 
success, since many informal articles are among the 

possible choices and each student can select his or her 
article freely in this sense. 

HA6) The primary research method applied in the analyzed 
articles is not assumed to have any particular effect. 

4. RESULTS 

As noted earlier, this section describes the performed sta-
tistical analyses and the received results. We are especially 
interested in the general background factors which contribute 
to student's seminar success. Therefore, the main relevant 
dependent variable here is the above-described Student's 
Points of Seminar (SPS). There are two main categories of 
potential causes of differences in performance: Student 
background, including group formation, and characteristics 
of the articles. We have aimed at keeping all other character-
istics constant during the seminars, as far as it has been pos-
sible, in order to focus on these ever-present background 
factors. 

4.1. Student Background Effects 

4.1.1. General Studying Efficiency (STEFF) 

SCUT indicates student credit units as defined earlier. 
Another variable called SYCS indicates the years a student 
has studied in the university before that time. General long-
term studying efficiency is approximated by a variable called 
STEFF = SCUT / SYCS. STEFF characteristics were, mean 
= 30, minimum = 3, maximum = 91 credit units, standard 
deviation = 12, N = 269. Fig. (9) shows as a scatter-plot the 
relation between total studying efficiency and seminar suc-
cess (the linear regression is: SPS = 2.585 + 0.031 * STEFF). 
As expected there is a clear, statistically highly significant 
correlation between these two variables. Spearman's rho = 
0.253, p = 0.000 (***). SPS is here the dependent variable. 
Similarly, there is also a statistically highly significant corre-
lation between SPS and the received points in the related 
course examination (SPE_EXE), Spearman's rho = 0.253, p 
= 0.000 (***). Spearman's correlation coefficient for the pair 
(STEFF, SPE_EXE) = 0.221, p = 0.000 (***). 

 

Fig. (9). Total studying efficiency (STEFF) and seminar success 
(SPS) relation (SMS indicates the seminars, SSEX: 0 = women, 1 = 
men). 
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Fig. (10). Computer science studying efficiency (SCEFF) and 
seminar success (SPS) relation (SMS indicates the seminars, SSEX: 
0 = women, 1 = men). 
 

Other related significant correlations are presented in 
their main context, in the oncoming subsections: computer 
science studies (SCEFF), and group efficiency effects 
(GEFF). 

4.1.2. Computer Science Studying Efficiency (SCEFF) 

SCUC indicates student credit units on computer science 
and information technology as defined earlier. Long-term 
student efficiency in this regard is approximated by a vari-
able called SCEFF = SCUC / SYCS. SCEFF characteristics 
were, mean = 15.6, minimum = 0, maximum = 45 credit 
units, standard deviation = 7, N = 269. Fig. (10) shows as a 
scatter-plot the relation between computing studying effi-
ciency and seminar success, likewise as in the previous fig-
ure: SPS = 2.880 + 0.042 * SCEFF. As can be expected there 
is a clear, statistically highly significant correlation also be-
tween these two variables. However, the difference is some-
what less significant than in case of STEFF. Spearman's rho 
= 0.193, p = 0.002 (**). As Fig. (9) and Fig. (10) suggest, 
STEFF and SCEFF are very strongly related, Spearman's rho 
= 0.782, p = 0.000 (***). Likewise as in case of STEFF, 
there is a statistically highly significant correlation for the 
pair (SCEFF, SPE_EXE), Spearman's rho = 0.243, p = 0.000 
(***). 

4.1.3. Sex (SSEX) 

Women were clearly more successful than men. Women: 
SPS = 4.02, N = 84, standard deviation = 1.02. Men: SPS = 
3.34, N = 198, standard deviation = 1.39. Fig. (11) shows the 
relation between sex and the student's seminar success for 
each seminar as a box-plot. Box-plot is used since sex has 
only two valid values: 0 indicates women, and 1 men. Box-
plots show the median, quartiles, and outliers. Medians 
within each category are shown by horizontal center lines. 
Circles and asterisks show the outliers. The difference of the 
means of groups can be tested by t-test. All the t-tests in this 
paper are performed as Student's independent-samples 2-
tailed tests. The tests include Levene's test for equality of 
variances among the groups and potentially needed remedy 
of the inequality. The difference of the means of the groups 
for the whole data-set is here statistically highly significant, t 
= 4.563, df = 211.4, p = 0.000 (***). Possible differences 

between these groups regarding other relevant factors poten-
tially affecting seminar success need also to be checked. 
These groups did not differ statistically significantly regard-
ing age (SAGE) or seminar group size (GSIZE). 

On the other hand women were more successful than 
men also in terms of the Software Engineering course ex-
amination (SPE_EXE). Women: SPE = 11.9, N = 84. Men: 
SPE_EXE = 10.9, N = 198. Fig. (12) shows similarly the 
relation between sex and SPE_EXE for each seminar as a 
box-plot. 0 indicates women, and 1 men. The difference, 
however, is not statistically significant. Therefore, women 
performed overall relatively better in the seminar than in the 
examination.  

Due to the general success of women in the course, the 
background variables were studied even more thoroughly to 
find out whether women were better also in general in their 
studies. It was found out that women were better also in 
terms of long-term studying efficiency (STEFF). Women: 
STEFF = 33.2, N = 75. Men: STEFF = 28.8, N = 194. The 
difference is statistically significant: t-test, t = 2.810, df = 
267, p = 0.005 (**). On the other hand, men were somewhat 
more successful in terms of long-term computer science 
studying efficiency (SCEFF). That difference, however, is 
not statistically significant. Other related significant correla-
tions are presented in their main context, in the oncoming 
subsections: group sex effects (GSEX) and article-related 
effects (AMETH). 

4.1.4. Age (SAGE) 

The relation between SPS and student age (SAGE) was 
studied by dividing the sample into two groups. The two 
groups were as follows: SAGE more than average (i.e. > 
24.3 years) ('older students', SPS = 3.22, N = 89), and SAGE 
less than average ('younger students', SPS = 3.69, N = 181).  

 

Fig. (11). Relation between student sex (SSEX: 0 = women, 1 = 
men) and seminar success (SPS) (SMS indicates the seminars). 
 

The difference is statistically significant: t-test, t = 2.765, 
df = 268, p = 0.006 (**). Spearman's rho = -0.223, p = 0.000 
(***). Fig. (13) shows the relation between SAGE and SPS 
as a scatter-plot (the linear regression is: SPS = 4.42 - 0.037 
* SAGE). 

This same pattern was identified also while comparing 
student success in terms of Software Engineering course 
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examination (SPE_EXE). 'Older students', SPE_EXE = 10.3, 
N = 90. 'Younger students', SPE_EXE = 11.8, N = 181. Also 
this difference is statistically significant, although less sig-
nificant than in case of SPS and SAGE: t-test, t = 2.100, df = 
269, p = 0.037 (*). Therefore, older students performed rela-
tively worse in the seminar than in the examination. The 
groups did not differ statistically significantly regarding sex 
or studying efficiency. Other related significant correlations 
are presented in their main context: group age effects 
(GAGE) and article length (ALEN). 

4.1.5. Student Focus Areas 

Most of the students were aiming at a degree within FIT, 
but some were from other universities or faculties. Those 
students who were from other universities and supplement-
ing their degree in FIT (SM) performed worse (SPS = 3.22, 
N = 48) than others (SPS = 3.60, N = 220). Also those stu-
dents who were from other faculties (SIT) performed slightly 
worse (SPS = 3.32, N = 20) than others (SPS = 3.55, N = 
248). Student's major subject (SMAJ) was also investigated. 
There were 15 different major subjects. The students were 
divided into two groups based on whether their major subject 
was technically-oriented or not (STECH). The students with 
information systems science as major subject were more 
economics-oriented whereas the students with information 
technology were more technically-oriented. Also the stu-
dents of software engineering were technically-oriented. 
Students coming from outside the faculty were not techni-
cally-oriented. Students of information systems science or 
other even less technical disciplines (SPS = 3.60, N = 216) 
did succeed, perhaps a little bit surprisingly, slightly better 
than other more technically-oriented students (SPS = 3.26, N 
= 52). None of these differences, however, is statistically 
significant.  

Focus areas of studies were also looked more closely. 
During 1998-2004 FIT provided 15 different lines (SLINE), 
which are effectively alternative acceptable combinations of 
courses focusing on different aspects of information technol-
ogy. These lines cover the area of ICT well. These lines 
were: System development, software engineering, software 
production, electronic commerce, software business, digital 
media, group technologies, multimedia, user-friendly com-

puting, teaching, embedded systems, data communication, 
mobile computing, optimization and simulation. Students 
studying user friendly computing and digital media were a 
little bit more successful than others, but the found differ-
ences were not statistically significant. Therefore, there were 
no statistically significant differences in student performance 
related to any of their focus areas. 

4.2. Group Effects 

4.2.1. Group Size (GSIZE) 

There were 20 students who did not pass the seminar. 10 
of these were in 1-person groups and eight in a 2-person 
group. Therefore, 90% of the seminar failures were related to 
small groups. All 5-person groups (20 students) were suc-
cessful (SPS = 3.83). 

Fig. (14) shows the relation between group size and 
seminar success for each seminar as a box-plot. 

 

Fig. (13). Relation between student age (SAGE) and seminar suc-
cess (SPS) (SMS indicates the seminars, SSEX: 0 = women, 1 = 
men). 

 

 

Fig. (14). Relation between seminar group size (GSIZE) and semi-
nar success (SPS) (SMS indicates the seminars). 

 
Larger groups were in average statistically almost sig-

nificantly more successful than smaller ones as tested by 
correlation analysis for the whole data-set; Spearman's rho = 
0.132, p = 0.027 (*). 

 

Fig. (12). Relation between student sex (SSEX) (SSEX: 0 = 
women, 1 = men) and Software Engineering course examination 
success (SPE_EXE) (SMS indicates the seminars). 
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The distribution of men and women in the different size 
groups is shown in Fig. (15). The different size groups or 
analysis groups did not differ statistically significantly re-
garding sex (SSEX, GSEX) or studying efficiency (STEFF), 
but they differed regarding student's age and group's age. 
The relation of student age and group size is depicted as a 
box-plot for each seminar in Fig. (16). Spearman's rho for 
the pair (GSIZE, SAGE) = -0.209, p = 0.001 (**). Spear-
man's rho for the pair (GSIZE, GAGE) = -0.158, p = 0.008 
(**). Other related significant correlations are presented in 
their main context, in the oncoming subsections: article se-
ries (AJOUR) and article length (ALEN). 

4.2.2. Group's Composition in Terms of the General Study-

ing Efficiency (GEFF) 

We calculated a variable GEFF for the groups as an aver-
age of the general studying efficiency (STEFF) of the group 
members. Characteristics were, mean = 30, minimum = 3, 
maximum = 67.5 credit units, standard deviation = 11, N = 
126. Fig. (17) shows as a scatter-plot the relation between 
GEFF and seminar success (linear regression: SPS = 2.257 + 
0.038 * GEFF). 

 

Fig. (15). Group composition in terms of student sex (SSEX: 0 = 
women, 1 = men) and group size (GSIZE) (SMS indicates the 
seminars). 

 

Fig. (16). Group composition in terms of student age (SAGE) and 
group size (GSIZE) (SMS indicates the seminars). 

 

As expected there is a clear, statistically highly signifi-
cant correlation between these two variables. Spearman's rho 
= 0.336, p = 0.000 (***). GEFF is by definition related to 

STEFF, Spearman's rho = 0.792, p = 0.000 (***). GEFF is 
also related to SCEFF, Spearman's rho = 0.565, p = 0.000 
(***). Additionally, there is a statistically highly significant 
correlation between GEFF and GSEX; Spearman's rho = -
0.213, p = 0.000 (***), because women had better STEFF-
levels as described earlier. Group's efficiency also correlated 
statistically significantly with the oncoming individual 
course examination grade (SPE_EXE); Spearman's rho for 
the pair (GEFF, SPE_EXE) = 0.180, p = 0.002 (**). 

We also studied the relation of the individual student and 
the rest of the group (i.e. the complement). We determined 
the average studying efficiency of the rest of the group 
(GCEFF). GCEFF approximates here; in a way, the quality 
of the potential relevant support from the other group mem-
bers. E.g. for the singleton groups the value of this variable = 
0. There is a statistically highly significant correlation be-
tween STEFF and GCEFF; Spearman's rho = 0.341, p = 
0.000 (***). The situation is depicted in Fig. (18) as a scat-
ter-plot. 

4.2.3. Group's Composition in Terms of Sex (GSEX) 

We calculated a variable GSEX for the groups as an av-
erage of the sexes (SSEX) of the members of the group with 
characteristics: mean = 0.72, minimum = 0, maximum = 1, 
standard deviation = 0.40, N = 127. 

Fig. (19) shows as a scatter-plot the relation between 
GSEX and seminar success (the linear regression is: SPS =  
4.207 - 1.166 * GSEX). As expected there is a clear, statisti-
cally highly significant correlation between these two vari-
ables. Spearman's rho = -0.250, p = 0.000 (***). GSEX is by 
definition related to SSEX; t-test, t = -23.752, df = 116.9, p = 
0.000 (***). 

The distribution of the groups was such that there were 
only 19 mixed groups (14.9%). The other 108 groups con-
sisted solely of one sex. 

 

Fig. (17). Group's studying efficiency (GEFF) and seminar success 
(SPS) relation (SMS indicates the seminars, GSIZE is the group 
size, and GSEX_MAJOR the majority sex of the group: 0 = 
women,  1 = men). 
 

We studied the relation of the individual student's sex and 
the composition of the rest of the group (i.e. the comple-
ment) in this regard (GCSEX). There is a statistically highly 
significant relation between SSEX and GCSEX; t-test, t = -
10.925, df = 114.8, p = 0.000 (***). Therefore, the groups 
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are highly polarized in this sense. Additionally, there exists 
the relation to GEFF as described above. 

4.2.4. Group's Composition in Terms of Age (GAGE) 

We calculated a variable called GAGE for the groups as 
an average of the ages (SAGE) of the members of the group. 
GAGE characteristics were, mean = 24.7, minimum = 21, 
maximum = 44, standard deviation = 3.57, N = 126. Fig. (20) 
shows as a scatter-plot the relation between GAGE and 
seminar success (the linear regression is: SPS = 4.808 - 
0.051 * GAGE) There is a statistically highly significant 
correlation between these two variables. Spearman's rho = -
0.264, p = 0.000 (***). GAGE is by definition related to 
SAGE, Spearman's rho = 0.783, p = 0.000 (***). 

Additionally, there consequently exists the relation be-
tween age and group size as described earlier. Another re-
lated significant correlation is presented in its main context: 
article length (ALEN). 

We also studied the relation of the individual student and 
the rest of the group (i.e. the complement), in this sense. We 
determined the average age of the rest of the group 
(GCAGE).    

 

Fig. (19). Group's composition in terms of the majority sex of the 
group (GSEX_MAJOR: 0 = all women, 1 = all men) and seminar 
success (SPS) relation (SMS indicates the seminars, and GSIZE is 
the group size). 

 

Fig. (20). Group's composition in terms of the members' age 
(GAGE) and seminar success (SPS) relation (SMS indicates the 
seminars, GSIZE is the group size, and GSEX_MAJOR the major-
ity sex of the group: 0 = all women, 1 = all men). 

 

Fig. (21). Relation between student's age (SAGE) and the average 
age of the rest of the group (GCAGE) (SMS indicates the seminars, 
SSEX: 0 = women, 1 = men). 
 

 

Fig. (22). Relation between journal article selection (AJOUR) and 
seminar success (SPS) (SMS indicates the seminars). 

 

There is a statistically highly significant correlation be-
tween SAGE and GCAGE; Spearman's rho = 0.412, p = 
0.000 (***). The situation is depicted in Fig. (21) as a scat-
ter-plot. 

4.3. Article Effects 

4.3.1. Article Series (AJOUR) 

Students who analyzed journal articles were more suc-
cessful (SPS = 3.67, N = 199) than those who analyzed con-

 

Fig. (18). Relation between student's studying efficiency (STEFF) 
and the average studying efficiency of the rest of the group 
(GCEFF) (SMS indicates the seminars, SSEX: 0 = women, 1 = 
men). 
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ference articles (SPS = 3.25, N = 83). The relation is shown 
in Fig. (22) as a box-plot for each seminar (1 denotes the 
journal article case). The difference between the cases 
(AJOUR) is statistically almost significant; t-test, t = -2.218, 
df = 126.7, p = 0.028 (*). The groups did not differ statisti-
cally significantly regarding the relevant background vari-
ables including: STEFF, SSEX, SAGE, GEFF, and GSEX.  

However, they differed clearly most importantly regard-
ing group size (students having selected journal articles, 
GSIZE = 3.0, students having selected conference articles, 
GSIZE = 2.1). The difference is statistically highly signifi-
cant: t-test, t = -7.854, df = 218.5, p = 0.000 (***). The rea-
son to this variance is quite obvious since journal articles are 
longer (average within the sample = 27.9 pages) than confer-
ence articles (average = 14.2) and larger groups selected 
longer articles than smaller groups. There is a statistically 
highly significant difference in article length (ALEN) regard-
ing AJOUR; t-test, t = -11.054, df = 280.3, p = 0.000 (***). 
Therefore, also the effects of the article length needed to be 
studied. Students who had much credit units (SCUT) se-
lected more keenly journal articles than others; t-test, t = -
3.363, df = 267, p = 0.001 (**). However, they were not 
more efficient than others in their studies (STEFF). 

We also tested the potential effects of the article's publi-
cation year (AY) to SPS, since more recent articles might be 
more interesting to the students and thereby causing better 
success. However, there was no significant correlation be-
tween AY and SPS (p > 0.05). 

4.3.2. Article Length (ALEN) 

Length of the articles (ALEN) varied, mean = 23.9, 
minimum = 4, maximum = 66, standard deviation = 14.4. 
Students selecting articles, whose length was above the aver-
age were more successful (SPS = 3.79, N = 116) than others 
(SPS = 3.38, N = 166). The difference is statistically almost 
significant: Spearman's rho = 0.145, p = 0.015 (*). The rela-
tion between SPS and ALEN is shown graphically in Fig. 
(23). The figure shows, e.g., that there were no failures re-
lated to the longer articles. 

The cases did not differ statistically significantly regard-
ing most of the other relevant background variables includ-
ing: STEFF, SSEX, GEFF, GSEX, but they differed regard-
ing student's (SAGE) and group's age (GAGE). Spearman's 
rho for the pair (ALEN, SAGE) = -0.232, p = 0.000 (***) 
and Spearman's rho for the pair (ALEN, GAGE) = -0.207, p 
= 0.000 (***). This situation can be explained by the fact 
that the longer articles were clearly selected by the larger 
groups (GSIZE), which in turn, as explained earlier, were 
clearly more successful than others and there were also sig-
nificantly less older students in the larger groups. It is very 
unlikely that the length of the article would instead be the 
real explaining factor of success since length conversely can 
be expected to cause additional mental work. On the other 
hand, age as such is also a very unlikely real cause since 
there were no significant correlations between SPS and 
STEFF regarding ALEN. 

However, length was compensated by larger average 
group sizes. Spearman's rho for the pair (ALEN, GSIZE) = 
0.859. The correlation is very strong and statistically highly 

significant, p = 0.000 (***). The group size effects can be 
neutralized in this sense by computing a new variable: 
ALENPP = ALEN / GSIZE (mean = 8.7, minimum = 3.5, 
maximum = 26.0, standard deviation = 3.00). This variable 
approximates the mental effort of each student in terms of 
the length of the original text pages to analyze. Fig. (24) il-
lustrates as a scatter-plot the relation between SPS and 
ALENPP. The student population was divided into two 
groups based on the value of this variable. There was no sta-
tistically significant difference remaining regarding SPS be-
tween these groups. Therefore, the effect on SPS is due to 
some other factor(s); most probably mainly due to the group 
size (GSIZE). ALENPP neither correlated statistically sig-
nificantly with GSIZE (p > 0.05). Therefore, the articles as-
signed by the groups did not cause bias in terms of their 
length. Another related significant correlation is explained in 
its main context, in the oncoming subsection: article formal-
ity (AMATH). 

 

Fig. (23). Relation between article length (ALEN) and seminar 
success (SPS) (SMS indicates the seminars, GSIZE is the group 
size, and GSEX_MAJOR the majority sex of the group: 0 = all 
women, 1 = all men). 

 

 

Fig. (24). Relation between article length per person (ALENPP) 
and seminar success (SPS) (SMS indicates the seminars, GSIZE is 
the group size, and GSEX_MAJOR the majority sex of the group: 0 
= all women, 1 = all men). 
 

Additionally, related to the article's length, we deter-
mined the number of references in the articles (AREFS) and 
tested the potential effect to SPS. That measure may ap-
proximate the effort of analyzing an article. However, there 
was no significant correlation between AREFS and SPS (p > 
0.05). 



52    The Open Software Engineering Journal, 2009, Volume 3 Jussi Koskinen 

4.3.3. Article Theme (ATHEM) 

As noted earlier, there were three general themes: Soft-
ware maintenance techniques (SPS = 3.49, N = 117), soft-
ware maintenance tasks (SPS = 3.49, N = 105), and eco-
nomic estimation of software maintenance (SPS = 3.76, N = 
60). There were no statistically significant differences in 
student success in these regards. When looking the sub-
themes more closely some significant differences appear to 
emerge. Students with debugging articles have clearly been 
the least successful (SPS = 2.04, N = 11): t-test, t = 3.187, df 
= 10.5, p = 0.009 (**). There were no statistically significant 
differences in this regard in the relevant background vari-
ables (SSEX, STEFF, SAGE, GSIZE, GEFF, GAGE, 
GSEX). On the other hand, students with cost estimation 
articles have been the most successful (SPS = 4.39, N = 13). 
The difference to others is statistically almost significant: t-
test, t = -2.372, df = 280, p = 0.018 (*). However, the reason 
to this is that many of those students were women and they 
had also much higher general studying efficiency (STEFF) 
than others. 

There were 117 students (41.7%) who selected techni-
cally oriented articles. Since sex was a good explaining fac-
tor of success, the article selection patterns of men and 
women were studied more closely. Men selected in average 
more technically oriented articles (ATTECH) than women. 
Instead, women selected more process-oriented articles. The 
distribution based on article themes categorized by sex for 
each seminar is shown in Fig. (25). EE indicates 'Economic 
estimation of software maintenance', TA indicates 'Software 
maintenance tasks', TE indicates 'Software maintenance 
techniques', 0 indicates women, and 1 men. While looking 
more closely the selection habits of technical articles be-
tween men and women it becomes clear that the difference is 
statistically significant: t-test, t = -3.031, df = 274.0, p = 
0.003 (**). The difference regarding the composition of the 
group in terms of sex in this regard is even clearer and statis-
tically highly significant: t-test, t = -3.550, df = 271.3, p = 
0.000 (***). 

Additionally, we tested the potential effects of dealing 
with different kinds of articles in terms of their technical 
content and technical freshness. The revealed ancillary result 
was that there were no statistically significant correlation 
with SPS (p > 0.05). The tests included whether the article 
focused on object-orientation (AOO), C-language (AC), or 
COBOL-language (ACOBOL). 

4.3.4. Article Formality (AMATH) 

Formality of the articles is here described based on a 
variable AMATH defined on scale: 1 ... 5, based on the 
amount and complexity of mathematical expressions in each 
article. For testing the effects of the formal and mathematical 
nature of the articles the student population was divided into 
two groups based on the value of AMATH. ‘Math-seekers’: 
SPS = 3.49, N = 140. ‘Math-avoiders’: SPS = 3.60, N = 142. 

The difference between the groups is not statistically sig-
nificant, which means that the students were well capable of 
judging the sufficiency of their own mathematical capabili-
ties while selecting the articles. 

 

Fig. (25). Relation between student sex (SSEX: 0 = women, 1 = 
men) and themes of the selected articles (ATHEM: EE = economic 
estimation, TA = tasks, TE = techniques) (SMS indicates the semi-
nars). 

 

Fig. (26). Relation between student sex (SSEX: 0 = women, 1 = 
men) and formality of the selected articles (AMATH) (SMS indi-
cates the seminars). 

 
Men selected in average clearly more formal articles 

(AMATH = 2.70, N = 199) than women (AMATH = 2.31, N 
= 84). The distribution based on the formal and mathematical 
nature of the selected articles categorized by sex is shown in 
Fig. (26). 

The difference between the sexes (SSEX) is here statisti-
cally significant: t-test, t = 2.894, df = 281, p = 0.004 (**). 
The difference is even clearer when considering the compo-
sition of the groups in terms of sex against the made article 
selections: Spearman's rho = 0.233, p = 0.000 (***). There is 
also a statistically significant relation between AMATH and 
technically-oriented articles (ATTECH); t-test, t = 2.672, df 
= 276.3, p = 0.008 (**). 

Formal articles were statistically highly significantly 
shorter than other articles: Spearman's rho for the pair 
(AMATH, ALEN) = -0.241, p = 0.000 (***). Despite the 
obvious differences in the selections, there are no statisti-
cally significant correlations between AMATH and seminar 
success within the two groups: men and women, as taken 
separately. 

4.3.5. Research Method (AMETH) 

There were four general research methods applied in the 
analyzed articles: Empirical approach (SPS = 3.69, N = 92), 
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theory formation (SPS = 3.50, N = 108), constructive ap-
proach (SPS = 3.19, N = 46), and surveys (SPS = 3.78, N = 
36). There were no statistically significant differences in SPS 
between the different methods in this regard. There were 
three important ancillary results regarding the article selec-
tion habits of men and women. The distribution of the stu-
dents in this regard is presented in Fig. (27). 

It was revealed that women selected more keenly empiri-
cal articles. There is a statistically highly significant differ-
ence regarding AMEMP and SSEX in this regard; t-test, t = 
3.678, df = 138.6, p = 0.000 (***). Similarly, there is a statis-
tically highly significant difference regarding AMEMP and 
GSEX; t-test, t = 4.331, df = 155.1, p = 0.000 (***). Another 
revealed ancillary result was that men selected more keenly 
constructive articles (AMCON); t-test, t = -3.380, df = 82.4, 
p = 0.001 (**). Similarly, there is a statistically highly sig-
nificant difference regarding AMCON and GSEX; t-test, t = 
-4.767, df = 117.3, p = 0.000 (***). 

The third ancillary result was that men also selected 
somewhat more keenly survey-articles (AMSUR); t-test, t = 
-2.892, df = 57.8, p = 0.005 (**). The difference is statisti-
cally significant. Similarly, there is a statistically highly sig-
nificant difference regarding AMSUR and GSEX; t-test, t = -
3.719, df = 65.0, p = 0.000 (***). There were no statistically 
significant differences in selecting theoretical articles be-
tween the sexes, although that they were selected clearly 
more often by men than articles of other categories. Survey 
articles were selected more often by larger groups (AMSUR, 
GSIZE): t-test, t = -4.594, df = 42.0, p = 0.000 (***).  

While looking at the article selection habits of different 
kinds of groups in terms of their average age (GAGE) it was 
noticed that there were no significant relations except in case 
of survey articles (AMSUR); younger students selected sta-
tistically highly significantly more keenly survey articles; t-
test, t = 6.591, df = 182.9, p = 0.000 (***).  

5. DISCUSSION 

This section first explains the focus, goals, limitations, 
and external relations of the study. Then the results are 
summarized, and suggestions for utilizing them are provided. 

Their more detailed analysis follows. Finally, two kinds of 
sensitivity analyses are reported and possible further research 
directions are outlined. 

5.1. Focus, Limitations, and External Relations 

This paper has a very clear focus but since it also has 
many relevant external connections, we repeat and describe 
in this subsection first what the focus has been and then ex-
plain what the limitations, and main related aspects are. 

5.1.1. Focus, Goals, and Main Characteristics 

In this paper we have focused solely on analyzing the ob-
jective background factors related to the students, groups and 
articles affecting the actual measured student success in the 
seminars. That information is especially relevant to profiling 
students. We performed a strict and detailed statistical analy-
sis of the success factors in this sense with a relatively large 
number of subjects. The seminars were characterized by the 
scientific nature of the analyzed articles, extensive coverage 
of the central aspects of SME, and interactivity. The general 
nature of the main learning objectives was to increase both 
knowledge about SME and skills in analyzing scientific arti-
cles. The students' task consisted of five sub-tasks. The de-
tailed operational learning objectives were precisely deter-
mined by the predefined criteria used in evaluating the stu-
dents' success. The level of success identified was analyzed 
based on the background factors.  

5.1.2. The Seminar Based Approach as such 

The approach which has been applied in this paper has 
been developed and reported earlier in [7]. That paper dis-
cussed the feasibility of the approach, the relationship be-
tween the general problems identified in the teaching of 
SME and the seminars, the teaching of SME-specific issues, 
the details of organizing seminars, and relation of seminars 
and other studies and research.  

The general experiences on the seminars have been posi-
tive as reported in that paper, but this paper does not aim at 
repeating those findings. The seminars have in part been 
organized in relation to our ealier research projects, namely: 
Hyper-Soft (Hypertextual Software Maintenance), which is 
described e.g. in [168, 169], and ELTIS (Extending the Life-
Time of Information Systems) [170, 171]. The archived and 
published seminar reports contribute to the long-term im-
provement of the science-based teaching of SME within FIT.  

5.1.3. Different Forms of Teaching SME 

The conventional "without seminar approach" has been 
considered by the author before the seminars were organized. 
The then acknowledged problems and challenges in the 
SME-teaching as they were described in Section 2 served as 
a motivation for developing the here-applied seminar-based 
approach. Unfortunately, we have not gathered any strictly 
comparative quantitative data about the pre-seminar situa-
tion. This is due to the novelty and exploratory nature of 
organizing the seminars and the fact that conventional lectur-
ing and the seminars have different kinds of goals.  

 

Fig. (27). Article selection habits of men and women (SSEX: 0 = 
women, 1 = men) regarding the research methods (AMETH: C = 
constructive, E = empirical, S = survey, T = theoretical) used in the 
articles (SMS indicates the seminars). 
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Basically, an SME-seminar is a group-intensive, interac-
tive supplementary activity to the traditional course lectures. 
The seminar-based approach as such has been characterized 
in this paper based on the theoretical possibilities in Section 
2 and partly based on the qualitative experiences which have 
been gained during the development and organization of the 
seminars. 

We have obviously focused on studying SME-seminars. 
Based on our experiences on organizing the SME-seminars 
we can recommend their use in higher education. Especially, 
we recommend organizing such seminars which take into 
account the relevant background factors and the lessons re-
lated to their organization as presented in this paper. Since 
this paper has focused solely on the role of the background 
factors to the seminar success, it obviously does not provide 
additional empirical data on the methods of teaching SME. 
As noted above, the approach as such and our experiences 
have been reported earlier in [7]. 

For example, this study deliberately did not include the 
technical application of maintenance skills, since activities of 
that kind do not lend themselves to seminar work as de-
scribed in Section 2. Those activities have been reported in 
other literature, whereas no earlier studies on SME seminars 
have been published. We have not aimed at comparing dif-

ferent forms of teaching since that would be too laborious 
and would complicate the research setting. Instead we have 
kept the teaching approach applied constant over all the ex-
periments to be specifically able to study the background 
factors which invariably affect student success.  

5.2. Results: Summary, Utilization, Details 

The main results of this paper concern the background 
factors affecting student success in the SME seminars. There 
were many statistically highly significant relations identified 
between the success and the background variables, and also 
many unexpected results. The results have the following 
relations to the set hypotheses. Table 4 summarizes the valid 
results concerning the set hypotheses. Column 1 gives the 
acronyms used for the hypotheses. Column 2 shows the main 
general-level factor groups, i.e. student, group and article, 
and column 3 shows the factors. Column 4 shows whether an 
effect was assumed and what kinds of attribute values were 
assumed to lead to better success. Column 5 shows the p 
values in the statistical tests and column 6 the results of test-
ing the hypotheses. Finally, column 7 shows actual effects 
identified and what kinds of attribute values resulted better 
success. Table 5 shows the ancillary results related to the 
hypotheses. 

 

Table 4. Main Results Concerning the Set Hypotheses 

Hypo-

thesis 

Factor 

Group 
Factor 

Assumed 

Effect 

p 

(Risk Level) 
Result 

Actual 

Effect 

HS1 Student Studying efficiency Yes: More 0.000 (***) Confirmed Yes: More 1 

HS2 Student Sex No 0.000 (***) Rejected Yes: Women 

HS3 Student Age No 0.000 (***) Rejected Yes: Younger 

HS4 Student Focus area Yes: CS > 0.05 Rejected No 

HG1  Group Size No 0.027 (*) Rejected Yes: Larger 2 

HG2 Group Studying efficiency Yes: More 0.000 (***) Confirmed Yes: More 3  

HG3 Group Sex Yes: Women 0.000 (***) Confirmed Yes: Women 

HG4 Group Age Yes: Younger 0.000 (*) Confirmed Yes: Younger 

HA1 Article Series Yes 0.028 (*) Confirmed Yes: Journal 4 

HA2 Article Conference Yes: Conf. 0.028 (*) Rejected Yes: Journal 4 

HA3 Article Length No > 0.05 Confirmed No 5 

HA4 Article Theme No > 0.05 Confirmed No 5 

HA5 Article Formality No > 0.05 Confirmed No 5 

HA6 Article Research method No > 0.05 Confirmed No 5 

1 The same result was received in multiple different ways of measuring the efficiency; thereby this result is very reliable. CS = computer science. 
2 This result is mainly due to the failed students (i.e. the students who have failed to pass the seminar altogether) who in turn were mostly in single-person 
groups. Thereby, this result is relatively weak. 
3 This is the most reliable one of the results, the correlation is statistically highly significant even if the effects of the failed students are filtered out. 
4 These results are relatively weak; mainly due merely to the underlying more fundamental issues of larger groups requiring journal articles and also performing 
better than smaller ones, and to the effects of the students who have failed to pass the seminar. Thereby these results should be interpreted with great caution.  
5 These important negative results concern the effects of the attributes of the studied articles and confirm the expectations. 



Seminars on Software Maintenance and Evolution The Open Software Engineering Journal, 2009, Volume 3    55 

Table 5. Ancillary Results as Related to the Hypotheses 

Hypo-

thesis 

Factor 

Group 
Ancillary Result 

p 

(Risk Level) 

HS1 Student 
Seminar success predicted the student success  

in the later software engineering course examination. 
0.000 (***) 

HG1 Group 90% of the total failures were related to the small (<3 student) groups. N/A 

HG2 Group Efficient students tended to group together. 0.000 (***) 

HG3 Group Students of the same sex tended to group together (<15% were mixed groups). 0.000 (***) 

HG4 Group Students with similar age tended to group together. 0.000 (***) 

HA1 Article 
The publication year of the article did not have effect on the student success. 

Students with much credit units selected more keenly journal articles. 

> 0.05 

0.001 (**) 

HA3 Article 
Large articles can be conveniently handled in the seminars. 

The number of references in the article did not have effect on the student success. 

0.015 (**) 

> 0.05 

HA4 Article 
Men selected more technically-oriented articles.  

The technical freshness of the articles did not have effect on the student success. 

0.003 (**) 

> 0.05 

HA5 Article Men selected more formal articles. 0.004 (**) 

HA6 Article 

Women selected more empirical articles. 

Men selected more constructive articles. 

Men selected more survey-articles. 

Younger students selected more survey articles. 

0.000 (***) 

0.001 (**) 

0.005 (**) 

0.000 (***) 

N/A= not applicable. 
 

Appendix 3 provides additional detailed information 
about the factors actually explaining student success in gen-
eral (Table 10), about the important real explaining factors 
both based on the whole data-set and separately for the orga-
nized three seminars (Table 11), and about the relations be-
tween miscellaneous factors which could have potentially 
explained student success (Table 12). 

All the student background factors, except the focus area 
of the student's studies, clearly affected success. On the other 
hand, of the article-related factors, only the type of the publi-
cation series was relevant to success. Additionally, most 
group-related factors clearly affected success. All the hy-
potheses concerning the effect of the article-related factors, 
except the role of conference articles, were confirmed. On 
the other hand, of the student background factors only the 
hypothesis concerning the effect of studying efficiency was 
confirmed. Others, as well as the one concerning the effect 
of the group size were rejected. Therefore, the results related 
to the effect of the student-related factors were largely unex-
pected. The results for the group-level factors supported the 
results for the student-level factors. 

It is useful to know which factors are relevant and which 
are not in order to reduce the risks related to the successful 
and adequate planning and organizing of similar seminars. 
Having the relevant information reduces the risks of unex-
pected effects. Most of the student- and group-related factors 
were highly relevant and should therefore be taken into ac-
count regardless of possible variations in seminar type within 
the SME field. On the other hand, most of the article-related 
factors are not likely obstacles to organizing seminars. Be-

low, we present a more detailed summary of the main results 
of the statistical analyses. 

Special attention has been paid to revealing possible sig-
nificant inter-correlations which could bias the results. All 
the relevant variables have been investigated and tested 
where deemed to be potential alternative explaining factors. 
All the significant correlations obtained are reported and all 
the remaining real causes of the variance of student success 
are discussed. 

5.2.1. Student Background Effects 

HS1 was confirmed. Both the prior general studying effi-
ciency and studying efficiency in computing clearly posi-
tively correlated with the student's seminar success. This was 
a very clear and expected result. It was a little bit surprising 
though that the general studying efficiency was a better ex-
plaining factor than computing studying efficiency. There-
fore, studying efficiency, even in very general terms, is a 
very relevant predictor of success. 

As an ancillary result it was revealed that the seminar 
success was a very good indicator of the student's success in 
the examination of the related Software Engineering course 
which was taken after the seminar. Therefore, seminar suc-
cess was nicely in line with the general studying success 
both before and after the seminar. This supports the idea that, 
generally speaking, similar kinds of capabilities are needed 
in these kinds of seminars and other typical university-level 
studies of computer science students. This idea is supported 
also by the fact that most of the other studies of these stu-
dents consisted mainly of course examinations. 
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It may be generally necessary to limit the number of stu-
dents allowed to participate to seminars because of the typi-
cal resource limitations in organizing university-level teach-
ing. Since the student's prior general studying efficiency is 
both easily accessible for the instructors via student registers 
and a very relevant predictor of the student success, it can be 
used as a reliable student selection criteria in this sense. 
Moreover, if there is a recent software engineering course 
examination result available prior to the seminars, it may be 
even better and easier way to determine the start level of the 
students. 

The students' studying efficiency, and other similar 
measures can also be used to reliably and straightforwardly 
support the group formation process. The groups should 
have relevant sufficient collective capabilities to pass the 
seminars. This is important, for example, because seminars 
are resource intensive forms of teaching and failures of indi-
vidual students may risk the success of all the members in a 
group. Since one of the purposes of the group works is that 
the students can learn from each other and their strong sides 
will be available in synergetic sense for the group work, it is 
better to have in average-terms rather uniform groups regard-
ing this background factor, than to have both exceptionally 
good and very poor groups. Thereby, it is beneficial that 
there is at least one good or very good student in each group. 
This is possible because there are more students than groups. 
That student may take the obviously needed leading role 
inside the group. 

HS2 was rejected. Student sex did have significant influ-
ence on the student's seminar success; women performed 
clearly better. Explanation to this may be that women have 
better social skills which are especially important while per-
forming group works. On the other hand, women also tended 
to intentionally select themselves more other kinds of studies 
than computer science studies. These facts suggest that the 
seminars generally suited very well to women. The implica-
tions for the group formation are similar as in the case of the 
studying efficiency; the groups should be in average-terms 
sufficiently uniform, so that exceptionally poor or one-sided 
groups can be avoided. 

HS3 was rejected. Student age unexpectedly had signifi-
cant influence on the student's seminar success; younger stu-
dents performed clearly better than older ones. Experience 
possibly gained by age was neutralized by some other fac-
tors. One of these factors clearly was that the older students 
were in average in smaller groups than younger students. 
Smaller groups in turn performed worse. Older students ap-
peared to be socially less connected to other students. Other 
potential explaining background factors include the follow-
ing: older students may have less time for studies due to 
other responsibilities related to work and family and they 
may have lower motivation to studies due to better financial 
circumstances or poor experiences on prolonged studies. 
However, age had not lowered the general prior studying 
efficiency significantly. Therefore, the seminars did not suit 
especially well to older students. The groups should be 
formed such that their members' capabilities supplement 
each other. It would be beneficial, from the view-point of the 
general success, that the group's average ages would not vary 

much, and that older students would not be isolated into sin-
gleton groups. 

HS4 was clearly rejected. Student focus area did not have 
any significant influence on the student's seminar success. 
First of all, a very plausible reason to this is that the effect of 
some of the other factors is so clear that it well compensates 
the possible weaknesses of the individual students in this 
regard. Another explanation to this may be that those not 
majoring computer science and similar subjects, and there-
fore being volunteers, had specifically good reasons and in-
terest for having selected the related Software Engineering 
course at the first place. This result can also be partly ex-
plained based on the fact that technically-oriented students 
were a clear minority within the sample, which may have 
had some hampering influence on group formation for them. 
The main lesson learnt from this issue is that, at least on the 
individual level, the focus area of the studies is not a matter 
to be worried about during the group formation phase. On 
the other hand, isolation of the students who have very dif-
ferent kind of background than the majority will likely affect 
success negatively; at least in some degree, and should there-
fore be avoided if convenient. 

5.2.2. Group Effects 

HG1 was rejected. Group size did have influence on the 
student's seminar success. There was synergy between most 
of the group members. About 90% of the failures were re-
lated to small groups. Therefore, selection of the articles and 
group formation are very important issues. Communication 
is much needed in these kinds of seminars and isolation of 
the students in this sense should be avoided by all possible 
means. It can be speculated that those who do no succeed 
well in the group formation phase tend to postpone the initia-
tion of doing the seminar work and thereby increase the 
probability of their failure. Based on the performed statistical 
analysis we can seriously recommend that in the group for-
mation the following issues are specifically considered: suf-
ficiency of the size of the group and uniform composition of 
the groups in terms of the student background factors which 
have been shown to have effect on the students' success. This 
suggestion is made in order to avoid likely failures related to 
groups which do not have sufficient collective tendencies 
and capabilities to perform the seminars. Additionally, spe-
cial attention should be paid on generally not allowing, or at 
the very least not favoring, singleton groups and by monitor-
ing the time-table of the group formation process.  

HG2 was confirmed; group's studying efficiency did have 
significant effect on the success. This means that the group-
level characteristics are about as important as the individual 
level characteristics in this sense. On the other hand, this 
means that the groups were generally able to utilize their 
most gifted members. Otherwise the most gifted members in 
larger groups would not have succeeded relatively as well as 
they now did. Similar kind of logic in these two regards ap-
plies also to group's sex. The analysis of the group comple-
ments in general revealed that effects of the background of 
the rest of the group are sometimes more important than the 
background of the individual student. Naturally the group's 
size affects this so that in the larger groups the relative effect 
of the individual student's characteristics is smaller than in 
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the smaller groups. As an important ancillary result it was 
revealed that efficient students tend to group together and 
thereby the rest of the students group separately among 
themselves. This phenomenon has a positive effect to the 
high quality groups, but negative effect to the low quality 
groups. 

HG3 was confirmed; group's composition in terms of its 
members' sex did have significant effect on the success. 
Since women as individuals were more successful in the 
seminars than men, this means that this favorable effect re-
mained also on the group-level. So, there were no negative 
effects in case of groups whose clear majority or all of the 
members were women. As an important ancillary result it 
was revealed that students of the same sex strongly tend to 
group together. This unfortunately leads to isolation of the 
characteristical capabilities that men and women have. 

HG4 was confirmed; group's composition in terms of its 
members' age did have significant effect on the success. This 
result supports the idea presented above. As an ancillary re-
sult it was revealed that students with similar age tend to 
group together. Therefore, all the group-related factors sug-
gest that students with similar kinds of backgrounds tend to 
group together. This is a rather undesired tendency due to the 
problems with the low-quality groups and calls for guidance 
from the instructor to optimize the groups' composition. 

5.2.3. Article Effects 

HA1 was confirmed; the publication series of the articles 
initially seemed to have significant effect on the success. 
Therefore, the effects of the different kinds of articles needed 
to be studied and considered more thoroughly as described 
below. 

HA2 was rejected. Students who analyzed conference arti-
cles did not have better seminar success than others, instead 
they had worse seminar success. This was an unexpected 
result, but can be well explained based on the performed 
analysis by the fact that larger groups, which were more suc-
cessful than others, also selected longer articles which in turn 
typically were journal articles. Nevertheless, because larger 
groups; which were generally more successful than the oth-
ers, require longer articles, we can hereby conclude that 
journal articles are in general rather suitable for these kinds 
of seminars. Since they generally also have higher quality 
than other kinds of articles they probably are a better choice 
than conference articles. Thereby, we can recommend jour-
nal articles as a basis for similar seminars. The journal arti-
cles studied in these seminars probably are good choices to 
be used also in other seminars in the field of SME since 
these seminars were successful in general. 

HA3 was confirmed. The article length did not really have 
significant influence on student success although revealing 
this fact required taking into account the effects of group 
size, since longer articles typically were selected by larger 
groups, which also succeeded significantly better than 
smaller ones. As an ancillary result the study showed that it 
is quite possible to successfully deal with long scientific arti-
cles in these kinds of seminars as group works. There were 
no failures related to the articles which were above 30 pages. 
Thereby, the main lesson here is that the group-based semi-

nar works enable successful dealing with large materials, and 
that the division of work is not a significant problem. 

HA4 was confirmed. The general article theme did not 
have significant influence on student's seminar success. The 
article sub-themes neither had any really significant relations 
to student's seminar success. These negative results were 
clear and the variances in the other relevant student back-
ground factors did not compromise the results since their 
correlations to this factor were not statistically significant. 
However, while potentially drawing further conclusions 
based on this issue it should be remembered that the students 
selected their articles relatively freely and to note that there 
were differences among the sexes in this regard.  

As an important ancillary result it was revealed that men 
selected significantly more technically-oriented articles. 
Therefore, such articles should be offered to them. This is 
especially important since men succeeded generally signifi-
cantly worse than women. Therefore, the main conclusion 
here is that it is generally important to allow the free selec-
tion of the articles by the students themselves. Otherwise, the 
average success might decrease significantly. However, this 
conclusion is based merely on the observed subjective article 
selection habits of men, not on the actual verified beneficial-
ity of such articles for them in a sense of thereby reaching 
better seminar success since there were no such correlations. 

HA5 was confirmed. Formality of the article did not have 
effect on student success on general level. The reason to this 
was that the students were fully capable of selecting proper 
articles in this regard reflecting their skills. Thereby, in these 
kinds of seminars, inclusion of the formal, mathematically-
oriented articles into the set of the initially offered ones 
should not be a problem. As an ancillary result it was re-
vealed that implicit expectations that men select significantly 
more formal articles were valid. The logic here concerning 
the suitability and selection of these articles by or for men is 
identical to the observation presented above concerning 
technically-oriented articles. Thereby, it is important to al-
low free selection of the articles by the students also due to 
this aspect. 

HA6 was confirmed. The primary research method ap-
plied in the analyzed articles did not have any particular ef-
fect on student success. This issue shows that by allowing 
the free selection of the articles in this sense different articles 
can appear as seminar materials without compromising the 
general success of the seminars and students. As an impor-
tant ancillary result it was revealed that men and women had 
significantly different kinds of article selection habits in this 
regard.  

5.3. Sensitivity Analyses 

5.3.1. Differences between the Organized Seminars 

The general aspects of the organized seminars were iden-
tical. All the organized seminars were similar regarding their 
context, the main course, the instructor, the instructions, the 
procedure, the incentives, the evaluation, and the general 
field of study. Due to practical reasons, each group had to 
study a different article. Since the seminars were identical 
regarding the above-listed general aspects, our view is that it 
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is not essential in which specific seminar the articles were 
studied. All the studied articles nevertheless clearly repre-
sented topics within the SME-field which was the intended 
focus area. We purposefully aimed at covering well the 
whole area of the SME during the set of three seminars in 
order to be able to generalize the results to the area of SME. 
Therefore, there naturally were different kinds of articles in 
the sample.  

The effects of the differences of the attributes of the arti-
cles were studied in our statistical analyses. Those analyses 
revealed that the article-related factors mainly did not have 
any significance to the seminar success (e.g. the article 
theme did not have significance). The only exception was the 
type of publication (i.e. conference vs journal) which in turn 
was of general nature and not specifically bound to any par-
ticular article. Even for that factor most of the effect was 
actually due to other underlying reasons.  

Due to the reasons presented above, we strongly feel that 
there have been no significant research methodological prob-
lems in merging the data sets of the studied three seminars as 
has been done. The merge has been conducted purposefully 
in order to process more information about those factors for 
which the initial seminar did not show clear results.  

However, in order to facilitate transparency of the per-
formed analysis, additional information has been provided. 
Firstly, all the figures have presented the data in such a way 
that both the combined data and the differences between the 
three seminars can be observed visually on general level. 
Secondly, as a background information the main statistical 
descriptives of the studied scale variables have been pre-
sented also for each seminar as taken separately in Appendix 
1 (Tables 6, 7, and 8). Thirdly, an analysis of the differences 
between the organized seminars regarding the received cor-
relations between the student success and the determined real 
explaining factors is provided in Appendix 3 (Table 11). 

5.3.2. Student's Attitude and Motivation 

We have not measured students' attitudes. It is obvious 
that at least the individual student's general attitude towards 
the seminar (i.e. his/her motivation or seriousness) may have 
an implicit effect to the student's success. Students who had 
poorer attitude probably succeeded worse than the rest.  

Our view is that the student's motivation is basically an 
intermediary variable between the other measured, objective, 
and more stable background factors and the student's actual 
success in the seminar. The main problem with motivation as 
such is that its reliable measurement would be hard to 
achieve in practice. 

Firstly, motivation is a subjective measure. Its use would 
probably not increase the accuracy of the results and it might 
even decrease it, because the students would less likely re-
port low levels of motivation in order to seem good candi-
dates, or would not be able to estimate their level of motiva-
tion accurately at the first place due to their lack of earlier 
experience.  

Secondly, it should be noted that all the data which was 
actually gathered here was objective. Therefore, students' 
attitudes did not have a potential biasing effect to the results 

in this sense. Instead of taking the risk of filtering out stu-
dents from the data set based on their assumed level of moti-
vation, we have decided to honestly present the results based 
on the whole data set.  

Thirdly, the motivation level might change during the 
seminars, in which case the initial measurement would not 
accurately describe the actual attitude. Fourthly, it could be 
argued that in this case a proper measure of the motivation is 
actually the student's final success in the seminar, which 
however was in these analyses a dependent, not an inde-
pendent variable.  

Since the worst possible effect of the low level of moti-
vation would be a failure to pass the seminar, we have addi-
tionally performed an analysis of the effects of the failed 
students to the general main results. This "sensitivity" analy-
sis has been achieved by performing the main correlation 
analyses both based on the whole sample and based solely on 
the students who have passed the seminar (Appendix 3, Ta-
ble 10).  

The amount of the failed students has been 20 represent-
ing 6.8% of the whole data set. It is obvious that despite the 
relative low proportion of the failed students, they have a 
noticable effect to the average success since they represent 
one of the far ends of the distribution. The analysis neverthe-
less revealed that for most of the factors (GEFF, GCEFF, 
GCAGE, GAGE, STEFF, GSEX, SAGE, SSEX, GCSEX, 
and AJOUR) most of the effect was due to the passed stu-
dents.  

For some of the factors (SPE_EXE, SCEFF, GSIZE, and 
ALEN) most of the effect was due to the failed students. Of 
the factors in the latter category SPE_EXE is not used to 
predict success, ALEN is not significant in the final analysis 
regardless of the inclusion/exclusion of the failed students, 
and SCEFF can be conveniently substituted with STEFF, 
which is not particularly problematic in this sense.  

Therefore, the group size (GSIZE) is clearly the most af-
fected one of the factors, which really affect student's semi-
nar success by the inclusion of the failed students into the 
data set. For that variable only 19% of the variation of the 
correlation was due to the passed students. In practice this 
means that most of the failed groups were 1-person groups 
(Figure 14), and success of most of the passed 1-person 
groups was inferior to the average success of the students in 
the whole sample. 

This means that the low value of group size (i.e. the case 
of 1-person groups) has an especially strong effect to the 
success, whereas the variation above that group size is much 
lower. To know whether the small group size was the fun-
damental reason to the low level of success of the failed stu-
dents or the low level of motivation to the small group size 
of the failed students would require separate new studies and 
gathering more information on the group formation process 

5.4. Potential Further Research Directions 

5.4.1. Independent Replication of the Seminars 

Since these seminars were successful, we can recom-
mend their independent replication in the SME-context by 
others. The detailed descriptions of the seminars and the ex-
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periments in this paper support this option. Although the 
results received so far regarding most of the studied issues 
are clear, studying new seminars could further consolidate 
and extend the present empirical basis of teaching SME suc-
cessfully.  

Individual seminars can be arranged by single research 
groups by themselves, but in practice comparative studies 
between different kinds of seminars would require co-
operation between multiple research groups. At least, in our 
case it has been quite impossible to perform ambitious addi-
tional comparative studies due to their elaborate nature and 
the typical obvious teaching resource limitations. However, 
we feel that our current results may provide some support 
also to that kinds of studies since we have focused on the 
general background factors which probably need to be taken 
into account in the studies which have more explaining vari-
ables to be controlled in cases of predicting student success 
regardless of the exact focus of those experiments. 

5.4.2. General Software Engineering Seminars 

Studies on the possible similarities and differences of 
these success factors and those of seminars in general soft-
ware engineering context could be useful for identifying and 
validating whether the general nature of the here revealed 
success factors means that they are valid also in the software 
engineering field in general.  

5.4.3. Applicative SME-Capabilities 

Studying applicative capabilities of SME-students is a 
branch of research separate from seminars since the seminars 
had theoretical emphasis. Such studies could however pro-
vide interesting supplementing information for the general 
organization of the teaching of SME. Comparative studies 
would be useful but they would require relatively large num-
ber of subjects. Especially reliable comparison of the effec-
tiveness of different forms of teaching; such as seminars and 
applicative exercises, would be very challenging since they 
have distinct educational purposes.  

6. CONCLUSIONS 

Software maintenance and evolution is a wide, economi-
cally important, and nowadays also rapidly advancing sub-
field of software engineering. In the optimal situation, uni-
versity-level computer science students could be provided 
with versatile and up-to-date scientific SME knowledge suf-
ficiently early during their studies in an interactive and moti-
vating way.  

Attainment of this ideal on the basis of the currently 
available educational materials, within the typical curricula 
constraints, and by lecture- or text-book-based approaches is 
an almost impossible task. On the other hand, seminar-based 
approaches are basically well-suited to the purpose. This 
situation has emphasized the need to study SME seminars 
empirically. 

The general feasibility of the here applied seminar-based 
approach as such to the teaching of SME has been confirmed 
already earlier [7]. Basically, SME-seminars enable supple-
menting the traditional course lectures with a group-based 

interaction focusing on scientifically important or current 
issues. Related to that earlier study, we identified both a need 
and an opportunity to explore in detail the background fac-
tors which invariably affect student success in these kinds of 
seminars. 

This paper is an example of empirical exploratory basic 
research and has focused on studying the background factors 
affecting student success in the three organized SME-
seminars. To best of our knowledge, our studies are the only 
scientific studies on SME seminars. Moreover, this particular 
study is also the first strict statistical analysis of these issues 
in the larger context of software engineering. We have illus-
trated our main findings such that both the whole combined 
data set and the differences between the seminars can be 
seen. 

The main results concerned the background factors which 
affected each individual student's actual measured success in 
the seminars. Fourteen main hypotheses concerning student, 
group, and article-related factors were set and tested. Most of 
the results were very clear and statistically significant. Most 
of the results on the effect of the student background factors 
were unexpected, whereas most of the results on the effect of 
the article-related factors were as expected. Most of the stu-
dent and group-related factors had a significant influence on 
success whereas most of the article-related factors did not.  

These results mean that it is very important to pay atten-
tion to the group formation process, and that most scientific 
articles on SME are likely to be adequate seminar material. 
Consequently, it would be beneficial to be able to classify 
students prior to the group formation process according to 
their capabilities in terms of predicting success. On the other 
hand, there is not much need to analyze the convenience of 
articles, despite numerous potential differences between 
them.  

The most important background factors actually affecting 
student success were: 1) the group's prior general studying 
efficiency, 2) the group's average age, 3) the student's prior 
general studying efficiency, 4) the sex composition of the 
group, 5) student's age, 6) student's sex, and 7) small group 
size. The factors affecting success were thus related espe-
cially to studying efficiency, age, sex, and small group size.  

The main factors related to the background of individual 
students were as follows. A student's general prior studying 
efficiency correlated highly positively with seminar success. 
Seminar success and success in the related course examina-
tion also correlated strongly, which underlines the usefulness 
of profiling students on the basis of these generally highly-
available measures. These results also support the idea that 
similar capabilities are needed in these kinds of seminars and 
in other typical university-level courses in this area. 

Women were clearly more successful than men. They 
were more successful also in their other studies, but espe-
cially in the seminars. Thereby, the seminars were especially 
well suited to women. Younger students were also more suc-
cessful than older ones. 

Group composition clearly affected student success. The 
group contributed as a whole to the success of each of its 
members. Likewise, as in case of the individual student's 
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background, average prior studying efficiency and age of the 
group were good predictors of success. These factors, also as 
determined for the rest of the group, were even somewhat 
better predictors than the student factors on the individual 
level. This underlines the importance of group characteris-
tics. The sex composition of the group also clearly affected 
success.  

Most of the failures were related to small groups. There-
fore it is particularly important to avoid the formation of too 
small groups and beneficial to form or instruct the groups to 
be formed such that they are not biased in terms of the char-
acteristics and capabilities of their members which are rele-
vant to success in the seminar. As an important ancillary 
result it was found out that students with a similar back-
ground tend to group together by themselves. This empha-
sizes the need to guide the group formation process in order 
to avoid too widely varying groups. 

Most of the article-related factors did not have much 
relevance to success. The most important ancillary result 
concerning the article-related issues was that men were very 
keen to select formal and technical articles. This and other 
similar observations underline the importance of allowing 
students to freely select their articles.  

Generally speaking, we suggest that guidance and control 
should be focused on the group formation process, whereas 
article selection choices can and should mainly be delegated 
to the students in these kinds of seminars. The students were 
very capable of selecting convenient articles but less capable 
of forming and maintaining good groups.  

The general background information profiling students 
can be used in avoiding the formation of groups that are 
likely to be unsuccessful and to enable the selection of prom-
ising students to be given priority to participate in seminars 
at the first place.  

The results of this paper support, in particular, paying at-
tention to issues which can be expected to be generally rele-
vant to student success in these kinds of seminars. Knowing 
those issues is important when organizing and managing 
seminars.  

Due to the general nature of the studied factors, the re-
sults may also have some value as indispensable background 
information for other studies. For example, comparisons of 
different kinds of seminars and courses may benefit from the 
present investigation since it focused on analyzing the gener-
ally relevant background factors which affect success and 
which therefore invariably need to be taken into account 
when conducting empirical experiments related to software 
engineering seminars. 
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APPENDIX 1: CHARACTERISTICS OF THE STUDIED MAIN VARIABLES 

Table 6. Characteristics of the Student-Related Variables 
1,2 

Factor N min. max. mean std. dev. Explanation 

SPS 

(SMS-I) 

(SMS-II) 

(SMS-III) 

282 

73 

104 

105 

0 

0 

0 

0 

5.3 

5.3 

5.3 

5.3 

3.55 

3.19 

3.77 

3.57 

1.33 

1.24 

1.34 

1.33 

Seminar points 

 

SSEX 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

0 

0 

0 

0 

1 

1 

1 

1 

0.70 

0.73 

0.67 

0.71 

0.46 

0.45 

0.47 

0.45 

Sex 

SPE_EXE 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

0 

0 

0 

0 

22.7 

22.7 

20.0 

18.2 

11.2 

11.7 

11.2 

10.8 

5.36 

6.13 

5.20 

4.93 

Received points in the related course examination without the seminar bonus  

 

SCUT 

(SMS-I) 

(SMS-II) 

(SMS-III) 

269 

67 

98 

104 

19 

19 

60 

38 

335 

301 

335 

230 

150 

161 

157 

136 

47.4 

55.5 

45.8 

39.7 

Credit units; total 
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Table 6. contd…
 

Factor N min. max. mean std. dev. Explanation 

SCUC 

(SMS-I) 

(SMS-II) 

(SMS-III) 

269 

67 

98 

104 

5 

5 

21 

17 

159 

120 

159 

140 

76 

77 

79 

73 

26.1 

29.0 

25.7 

24.5 

Credit units; computing 

 

SM 269 0 1 0.18 0.38 Study area; whether the student was from some other university 

SIT 269 0 1 0.92 0.27 Study area; whether the student was from some other faculty 

SMAJ 283 N/A N/A N/A N/A Major subject (15 different disciplines, listed in text) 

STECH 

(SMS-I) 

(SMS-II) 

(SMS-III) 

269 

67 

98 

104 

0 

0 

0 

0 

1 

1 

1 

1 

0.19 

0.13 

0.24 

0.18 

0.40 

0.34 

0.43 

0.39 

Study area; some technical discipline 

SLINE 283 N/A N/A N/A N/A Study focus area (15 different lines, listed in text) 

STEFF 

(SMS-I) 

(SMS-II) 

(SMS-III) 

269 

67 

98 

104 

3 

4 

3 

7 

91 

54 

63 

91 

30.0 

24.4 

30.3 

33.3 

11.8 

8.9 

10.1 

13.6 

General prior studying efficiency 

 

SCEFF 

(SMS-I) 

(SMS-II) 

(SMS-III) 

269 

67 

98 

104 

0 

0 

1 

2 

45 

22 

28 

45 

15.6 

12.0 

15.4 

18.2 

7.10 

5.35 

5.87 

8.07 

General prior computing studying efficiency 

 

SAGE 

(SMS-I) 

(SMS-II) 

(SMS-III) 

271 

68 

99 

104 

21 

21 

21 

21 

44 

35 

44 

43 

24.3 

24.6 

23.6 

24.8 

3.74 

3.20 

3.02 

4.52 

Age 

 

SYCS 

(SMS-I) 

(SMS-II) 

(SMS-III) 

269 

67 

98 

104 

1 

1 

0 

0 

25 

15 

25 

19 

2.6 

2.8 

2.6 

2.5 

2.36 

2.30 

2.68 

2.06 

Year course 

 

AINDEX 283 N/A N/A N/A N/A The article selected by a specific student 

1 The subrows show the information for each variable as calculated in the following manner: 1) for the whole sample, 2) for the SMS-I, 3) for the SMS-II, and 
4) for the SMS-III. 
2 N = number of the valid cases, N/A = not applicable (e.g. all statistical descriptives are not meaningful for nominal variables). 
 

Table 7. Characteristics of the Group-Related Variables 1,2 

Factor N min. max. mean std. dev. Explanation 

GSIZE 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

1 

1 

1 

1 

5 

4 

5 

4 

2.7 

2.9 

3.1 

2.2 

1.09 

0.87 

1.33 

0.75 

Amount of the group members 
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Table 7. contd… 

Factor N min. max. mean 
std. 

dev. 
Explanation 

GEFF 

(SMS-I) 

(SMS-II) 

(SMS-III) 

282 

73 

104 

105 

3 

12 

3 

10 

68 

38 

63 

68 

30.0 

24.5 

30.6 

33.4 

9.56 

6.62 

8.34 

10.70 

Average general prior studying efficiency of the members 

 

GSEX 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

0.0 

0.0 

0.0 

0.0 

1.0 

1.0 

1.0 

1.0 

0.7 

0.73 

0.67 

0.71 

0.39 

0.36 

0.41 

0.40 

Composition in terms of the sex of the members 

 

GAGE 

(SMS-I) 

(SMS-II) 

(SMS-III) 

282 

74 

103 

105 

21 

21.0 

21.0 

22.0 

44.0 

31.0 

44.0 

40.0 

24.3 

24.7 

23.6 

24.8 

3.16 

2.39 

2.62 

3.93 

Average age of the members 

 

GCEFF 

(SMS-I) 

(SMS-II) 

(SMS-III) 

269 

67 

98 

104 

0 

0 

0 

0 

70 

40 

60 

70 

26.7 

24.2 

27.2 

27.9 

13.1 

8.0 

12.4 

16.0 

Group complement for the studying efficiency 

 

GCSEX 

(SMS-I) 

(SMS-II) 

(SMS-III) 

252 

73 

90 

89 

0.0 

0.0 

0.0 

0.0 

1.0 

1.0 

1.0 

1.0 

0.69 

0.73 

0.68 

0.67 

0.42 

0.40 

0.40 

0.44 

Group complement for the sex composition 

 

GCAGE 

(SMS-I) 

(SMS-II) 

(SMS-III) 

241 

67 

86 

88 

21 

21.0 

21.0 

21.0 

43.0 

35.0 

27.5 

43.0 

24.1 

24.7 

23.1 

24.7 

3.17 

2.72 

1.51 

4.29 

Group complement for the age 

 

1 The subrows show the information for each variable as calculated in the following manner: 1) for the whole sample, 2) for the SMS-I, 3) for the SMS-II, and 
4) for the SMS-III. 2 N = number of the valid cases. 
 

Table 8. Characteristics of the Article-Related Variables 1,2 

Factor N min. max. mean 
std. 

dev. 
Explanation 

AY 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

1985 

1986 

1985 

1987 

2002 

1999 

2002 

2002 

1996 

1994 

1994 

1999 

4.43 

3.19 

4.50 

3.54 

Publication year (shown in the references) 

 

AFOR 283 N/A N/A N/A N/A Publication forum (33 different forums, see Appendix 2, Table 9) 

AJOUR 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

0 

0 

0 

0 

1 

1 

1 

1 

0.71 

0.78 

0.88 

0.49 

0.46 

0.41 

0.33 

0.50 

Publication series (journal or other)  
(can be determined based on the reference information). 
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Table 8. contd…. 

Factor N min. max. mean std. dev. Explanation 

ALEN 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

4 

9 

9 

4 

66 

66 

62 

34 

23.9 

24.7 

30.9 

16.2 

14.4 

14.3 

15.6 

8.0 

Length in pages (specified in the reference list) 

 

ALENPP 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

4 

5 

5 

4 

26 

17 

26 

12 

8.7 

8.3 

10.3 

7.2 

3.00 

2.94 

2.97 

2.15 

Length per group size 

 

AREFS 

(SMS-I) 

(SMS-II) 

(SMS-III) 

278 

74 

103 

101 

6 

9 

11 

6 

102 

81 

102 

60 

34 

31 

42 

27 

21.8 

17.5 

27.5 

14.0 

Number of references 

 

ATHEM 283 N/A N/A N/A N/A Theme (3 main themes: ATTECH, ATTASK, ATECON) 

(specified in the reference list) 

ATSUB 283 N/A N/A N/A N/A Sub-theme (11 different) (specified in the reference list) 

AMETH 283 N/A N/A N/A N/A Applied main reseach method (4 different: AMEMP, AMCON, AMTHE, AM-

SUR) (specified in the reference list) 

AMATH 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

1 

1 

1 

1 

5 

5 

4 

5 

2.6 

2.4 

2.4 

2.9 

1.05 

1.34 

0.78 

0.97 

Formality (specified in the reference list) 

 

AOO 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

0 

0 

0 

0 

1 

1 

1 

1 

0.18 

0.19 

0.18 

0.16 

0.38 

0.39 

0.38 

0.37 

Dealing with object-orientation 

AC 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

0 

0 

0 

0 

1 

1 

1 

1 

0.21 

0.38 

0.21 

0.09 

0.41 

0.49 

0.41 

0.28 

Dealing with C-language 

ACOBOL 

(SMS-I) 

(SMS-II) 

(SMS-III) 

283 

74 

104 

105 

0 

0 

0 

0 

1 

1 

1 

1 

0.14 

0.14 

0.14 

0.13 

0.35 

0.34 

0.35 

0.34 

Dealing with COBOL-language 

1 The subrows show the information for each variable as calculated in the following manner: 1) for the whole sample, 2) for the SMS-I, 3) for the SMS-II, and 
4) for the SMS-III.  
2 N = number of the valid cases, N/A = not applicable (e.g. all statistical descriptives are not meaningful for nominal variables). 
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APPENDIX 2: PUBLICATION SERIES 

The analyzed articles have appeared in the different publication series as listed in Table 9. Columns 1-2 show the name of 
the series and its used acronym. Column 4 shows the numbers of articles (NA), and column 5 the number of students (NS) who 
have selected the articles. Columns 6-8 show the number of students who have selected the articles related to the specific semi-
nars (SMS-I, SMS-II, and SMS-III). The studied articles as such are listed in the reference list. 

Table 9. Publication Series in Descending Order of the Amount of the Articles in the Seminars 1 

Publication Series Acronym Publisher NA NS 
N 

S-SMS-I 

N 

S-SMS-II 

N 

S-SMS-III 

Software Maintenance / Journal of Software Maintenance (and 

Evolution: Research and Practice)  

SM / JSM 
(JSME) 

Wiley 21 50 9 13 28 

Proceedings of the International Conference on Software Mainte-

nance  
ICSM IEEE  20 32 3 1 28 

IEEE Transactions on Software Engineering TSE IEEE  10 19 6 8 5 

Proceedings of the International Conference on Software Engineer-

ing 
ICSE IEEE, ACM 9 18 6 2 10 

International Journal of Human-Computing Studies / 

International Journal of Man-Machine Studies 
IJHCS / 
IJMMS 

Elsevier 7 16 6 10 0 

Communications of the ACM CACM ACM  6 11 0 5 6 

Advances in Computers AIC Elsevier 5 22 12 10 0 

Software – Practice and Experience SPE Wiley 5 15 3 12 0 

Empirical Studies of Programmers ESP Ablex 5 11 4 7 0 

Journal of  Systems and Software JSS Elsevier 5 8 5 1 2 

Working Conference on Reverse Engineering WCRE IEEE 4 4 0 1 3 

Software Engineering: A Practitioner’s Approach SEPA McGraw-Hill 3 8 0 0 8 

IEEE Software - IEEE 3 5 0 1 4 

IEEE Computer - IEEE 3 5 4 0 1 

ACM Transactions on Software Engineering and Methodology TOSEM ACM 2 8 4 4 0 

International Journal of Software Engineering and Knowledge En-

gineering 

IJSEKE World Scientific 2 6 0 6 0 

Journal of Visual Languages and Computing JVLC Elsevier 1 5 0 5 0 

Cognitive Psychology - Elsevier 1 5 0 5 0 

Interacting with Computers - Elsevier 1 4 4 0 0 

Computing Systems - USENIX 1 4 0 4 0 

Management Science - INFORMS 1 3 3 0 0 

Information Sciences - Elsevier 1 3 0 3 0 

Annals of Software Engineering - Springer 1 3 0 0 3 

Global and Multiple Criteria Optimization - Åbo Akademi 1 3 0 0 3 

Colloquium on Combining Paradigms for Software Development - Springer 1 3 3 0 0 

Information Processing & Management - Elsevier 1 2 0 0 2 

ACM Transactions on Programming Languages and Systems  TOPLAS ACM 1 2 0 2 0 

The Computer Journal - Oxford Journals 1 2 2 0 0 

International Conference on Information Systems ICIS AIS 1 2 0 0 2 

Journal of Object-Oriented Programming JOOP SIGS Public. 1 1 0 1 0 

Software – Concepts and Tools - Springer 1 1 0 1 0 

International Workshop on Program Comprehension IWPC IEEE 1 1 0 1 0 

IBM Center for Advanced Studies Conference CASCON IBM 1 1 0 1 0 

Total:   127 283 74 104 105 

1 NA = number of the articles, NS = number of the students. IEEE = IEEE Computer Society, ACM = ACM Press 
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APPENDIX 3: MAIN RELEVANT CORRELATIONS 

Table 10. Main Significant Correlations between Student Success (SPS) and the Explaining Factors for the whole Data-Set and for 

the Passed Students in Descending General Order of the Significance 1 

Factor N 

Spearman's 

rho or Stu-

dent's t 
2 

p 

(Risk Level) 

Effect of the 

Passed Students 

/ Total Effect 

Notes 

GEFF 

(passed) 

281 

262 

rho = 0.336,  

rho = 0.257 

0.000 (***) 

0.000 (***) 

76.5 % Real explaining factor. 

GCEFF 

(passed) 

268 

249 

rho = 0.277 

rho = 0.198 

0.000 (***) 

0.002 (**) 

71.4 % Group complement effects; are included in GEFF. 

GCAGE 

(passed) 

240 

230 

rho = -0.266 

rho = - 0.259 

0.000 (***) 

0.000 (***) 

97.4 % Group complement effects; are included in GAGE. 

GAGE 

(passed) 

281 

262 

rho = -0.264 

rho = -0.245 

0.000 (***) 

0.000 (***) 

92.8 % Real explaining factor. 

STEFF 

(passed) 

268 

249 

rho = 0.253 

rho = 0.153 

0.000 (***) 

0.015 (*)   

60.5 % Real explaining factor. STEFF is very similar to SCEFF but easier to 

determine and has better significance for the passed students. 

SPE_EXE 

(passed) 

282 

262 

rho = 0.253 

rho = 0.126 

0.000 (***) 

0.042 (*) 

49.8 % SPE_EXE does not (and is not intended to) predict SPS since SPS pre-

cedes SPE_EXE in time. 

GSEX 

(passed) 

282 

262 

rho = -0.250 

rho = -0.222 

0.000 (***) 

0.000 (***) 

88.8 % Real explaining factor. 

SAGE 

(passed) 

270 

251 

rho = -0.223 

rho = -0.215 

0.000 (***) 

0.001 (**) 

96.4 % Real explaining factor. 

SSEX 

(passed) 

282 

262 

t = 4.563 

t = 3.890 

0.000 (***) 

0.000 (***) 

85.3 % Real explaining factor. 

GCSEX 

(passed) 

251 

241 

rho = -0.203 

rho = -0.190 

0.001 (**) 

0.003 (**) 

93.6 % Group complement effects; are included in GSEX. 

SCEFF 

(passed) 

268 

249 

rho = 0.193 

rho = 0.071 

0.002 (**) 

0.262 

36.8 % Real explaining factor, if failed students are included.  

ALEN 

(passed) 

282 

262 

rho = 0.145 

rho = 0.059 

0.015 (*) 

0.340 

40.7 % Does not explain SPS since the effect is mainly due to GSIZE, and the 

potential remaining effect is mainly caused only by the failed students. 

GSIZE 

(passed) 

282 

262 

rho = 0.132  

rho = 0.025 

0.027 (*) 

0.691 

19.0 % Real explaining factor, but only if failed students are included. 

AJOUR 

(passed) 

282 

262 

t = -2.218 

t = -1.253 

0.028 (*) 

0.213 

56.5 % Some significance if failed students are included, but does not explain 

SPS well since e.g. the effect is partly due to GSIZE. 

1 The subrows show the information for each variable as calculated in the following manner: 1) for the whole sample, and 2) for the students who have passed 
the seminar (i.e. to those whose SPS > 0). 
2 Spearman's rho has been calculated for the cases where the factor is a scale variable, and Student's t; e.g. for the cases where the factor is a nominal variable. 
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Table 11. Main Significant Correlations between the Student Success (SPS) and the Determined Real Explaining Factors Separately 

for the whole Data-Set and the Organized three Seminars in Descending General Order of the Significance 1 

Factor N 

Spearman's 

rho or  

Student's t 
2 

p  

(Risk Level) 
Notes 

GEFF 

(SMS-I) 

(SMS-II) 

(SMS-III) 

281 

73 

103 

105 

rho = 0.336  

rho = 0.283 

rho = 0.266 

rho = 0.268 

0.000 (***) 

0.015 (*) 

0.007 (**) 

0.006 (**) 

All the component p-values (i.e. for the SMS-I, SMS-II, and SMS-III) have significance, but 
the combined data for the whole sample provides even clearer results. 

GAGE 

(SMS-I) 

(SMS-II) 

(SMS-III) 

281 

73 

103 

105 

rho = -0.264 

rho = 0.019 

rho = -0.283 

rho = -0.245 

0.000 (***) 

0.872  

0.004 (**)  

0.012 (*) 

SMS-I initially did not show significance, but SMS-II and SMS-III did. The combined data 
provides even clearer results. 

STEFF 

(SMS-I) 

(SMS-II) 

(SMS-III) 

268 

66 

98 

104 

rho = 0.253 

rho = 0.166  

rho = 0.162 

rho = 0.193 

0.000 (***) 

0.183  

0.111 

0.049 (*) 

The component p-values as taken separately are low, but the combined data nevertheless 
succeeds to show the significance very well in this case. 

GSEX 

(SMS-I) 

(SMS-II) 

(SMS-III) 

282 

73  

104 

105 

rho = -0.250 

rho = -0.301  

rho = -0.242 

rho = -0.304 

0.000 (***) 

0.010 (***)  

0.013 (*) 

0.002 (**) 

All the component p-values have significance, and the combined data provides even clearer 
results. 

SAGE 

(SMS-I) 

(SMS-II) 

(SMS-III) 

270 

67  

99 

104 

rho = -0.223 

rho = -0.052 

rho = -0.200 

rho = -0.203 

0.000 (***) 

0.674  

0.047 (*) 

0.038 (*) 

SMS-I initially did not show any significance. Also the p-values for the SMS-II and SMS-III 
are relatively low. However, the combined data provides very clear results. 

SSEX 

(SMS-I) 

(SMS-II) 

(SMS-III) 

282 

73 

104  

105 

t = 4.563 

t = 3.059 

t = 2.494 

t = 2.140 

0.000 (***) 

0.003 (**) 

0.014 (*) 

0.035 (*) 

All the component p-values have significance, but the combined data provides even much 
clearer results. 

SCEFF 

(SMS-I) 

(SMS-II) 

(SMS-III) 

268 

66  

98 

104 

rho = 0.193 

rho = 0.241 

rho = 0.050 

rho = 0.157 

0.002 (**) 

0.051  

0.627 

0.111 

None of the component p-values were significant. The combined data manages nevertheless 
to provide a decent level of significance. 

ALEN 

(SMS-I) 

(SMS-II) 

(SMS-III) 

282 

73  

104 

105 

rho = 0.145 

rho = 0.573 

rho = -0.154 

rho = 0.007 

0.015 (*) 

0.000 (***)  

0.119 

0.940 

SMS-I initially did show a highly significant p-value. However, that result could not be repli-
cated in SMS-II or SMS-III. Even the combined data shows only a relatively low level of 

significance. 

GSIZE 

(SMS-I) 

(SMS-II) 

(SMS-III) 

282 

73 

104  

105 

rho = 0.132 

rho = 0.538 

rho = -0.133 

rho = 0.162 

0.027 (*) 

0.000 (***) 

0.177 

0.099 

Only the SMS-I did show a significant p-value. The combined data shows some significance. 

AJOUR 

(SMS-I) 

(SMS-II) 

(SMS-III) 

282 

73 

104  

105 

t = -2.218 

t = -2.231 

t = 0.737 

t = -2.289 

0.028 (*) 

0.037 (*) 

0.463  

0.024 (*) 

SMS-I and SMS-III showed some significance, but SMS-II did not. Even the combined data 
shows only a relatively low level of significance. 

1 The subrows show the information for each variable as calculated in the following manner: 1) for the whole sample, 2) for the SMS-I, 3) for the SMS-II, and 
4) for the SMS-III. 
2 Spearman's rho has been calculated for the cases where the factor is a scale variable, and Student's t; e.g. for the cases where the factor is a nominal variable. 
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Table 12. Main Significant Relevant Correlations between the Factors Potentially Explaining Student Success (SPS) in Descending 

General Order of the Significance 

Factor 1 Factor 2 
Spearman's 

rho or Student's t 
1
 

p 

(Risk Level) 
Notes on the Underlying Reasons 

ALEN GSIZE rho = 0.859 0.000 (***) Larger groups selected longer articles as instructed. 

GEFF STEFF rho = 0.792 0.000 (***) Relation by definition. 

SAGE  GAGE rho = 0.783 0.000 (***) Relation by definition. 

STEFF SCEFF rho = 0.782 0.000 (***) Relation by definition. 

SAGE GCAGE rho = 0.412 0.000 (***) Students with similar age grouped together. 

STEFF GCEFF rho = 0.341 0.000 (***) Students with similar studying efficiency grouped together. 

AMATH ALEN rho = -0.241 0.000 (***) Formal articles were shorter. 

AMATH GSEX rho = 0.233 0.000 (***) Groups with more men selected more formal articles. 

ALEN SAGE rho = -0.232 0.000 (***) Longer articles were selected by younger students. 

STEFF SPE_EXE rho = 0.221 0.000 (***) Students with better studying efficiency succeeded better in the oncoming 

course examination. 

GEFF GSEX rho = -0.213 0.000 (***) Groups with more women had better studying efficiency. 

ALEN GAGE rho = -0.207 0.000 (***) Groups with older students selected shorter articles. 

SSEX GSEX t = 23.752 0.000 (***) Relation by definition. 

AJOUR ALEN t = -11.054 0.000 (***) Journal articles were longer. 

SSEX GCSEX t = -10.925 0.000 (***) Students grouped mainly according to their sex. 

AJOUR GSIZE t = -7.854 0.000 (***) Journal articles were selected by larger groups. 

GAGE AMSUR t = 6.591 0.000 (***) Younger students selected more survey articles. 

AMSUR ALEN t = -5.020 0.000 (***) Survey articles were longer. 

AMCON GSEX t = 4.767 0.000 (***) Groups with more men selected more constructive articles. 

AMSUR GSIZE t = -4.594 0.000 (***) Survey articles were selected by larger groups. 

AMEMP GSEX t = 4.331 0.000 (***) Groups with more women selected more empirical articles. 

AMSUR GSEX t = -3.719 0.000 (***) Groups with more men selected more survey articles. 

AMEMP SSEX t = 3.678 0.000 (***) Women selected more empirical articles. 

ATTECH GSEX t = -3.550 0.000 (***) Groups with more men selected more technical articles. 

GSIZE SAGE rho = -0.209 0.001 (**) Larger groups contained less older students. 

AJOUR SCUT t = -0.363 0.001 (**) Students with much credit units selected journal articles. 

AMCON SSEX t = 3.380 0.001 (**) Men selected more constructive articles. 

1 Spearman's rho has been calculated for the cases where both factors are scale variables, and Student's t for the cases where one or both of the factors are 
nominal variables. 
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