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Abstract: A thermodynamic consistency test developed for high pressure binary vapor-liquid mixtures is applied to mix-
tures containing a supercritical solvent and an ionic liquid. Several authors have reported vapor-liquid equilibrium data on 
the binary systems supercritical CO2 + 1-butyl-3-methyl imidazolium hexafluorophosphate {[bmim][PF6]}, supercritical 
CO2 + 1-butyl-3-methyl imidazolium nitrate {[bmim][NO3]}, supercritical CO2 + 1-butyl-3-methyl imidazolium tetra-
fluoroborate {[bmim][BF4]} and supercritical CHF3 + 1-butyl-3-methyl imidazolium hexafluorophosphate 
{[bmim][PF6]}, but some of these data differ dramatically. The Peng-Robinson equation of state, coupled with the Wong-
Sandler mixing rules, has been used for modeling the vapor-liquid equilibrium of these binary mixtures. Then, the pro-
posed thermodynamic consistency test has been applied. The results show that the consistency test can be applied with 
confidence, determining consistency or inconsistency of the experimental data.  

INTRODUCTION 

 Recently, Blanchard et al. [1], Pérez-Salado Kamps et al. 
[2], Liu et al. [3] Aki et al. [4], Shiflett and Yokozeki [5] and 
Shariati et al. [6] measured the vapor-liquid equilibrium of 
the binary system supercritical CO2 + [bmim][PF6] at differ-
ent temperatures. In the same way, Blanchard et al. [1] and 
Aki et al. [4] reported vapor-liquid equilibrium data for the 
system supercritical CO2 + [bmim][NO3]; Aki et al. [4], 
Kroon et al. [7] and Shiflett and Yokozeki [5] studied the 
system supercritical CO2 + [bmim][BF4], while Shiflett and 
Yokozeki [8] and Shariati et al. [6] presented data about the 
system supercritical CHF3 + [bmim][PF6]. All these data 
show important discrepancies among the different sets. As 
an example, all the data for the system CO2 + [bmim][PF6] at 
313.15 K are plotted in Fig. (1); it is easy to see the signifi-
cant discrepancies among the different data sets. Similar 
results are obtained at the other temperatures. 

 

 

 

 

 

 

 

 

 

 

Fig. (1). Phase behavior for system supercritical CO2+[bmim[PF6] 
at 313.15 K.  
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 These discrepancies are of course due to inaccuracies in 
measuring experimental properties; this makes necessary to 
test the inaccuracies inherent of such data. Although it is 
difficult to be absolutely certain about the exactness of ex-
perimental data, it is possible to verify if such data satisfy the 
Gibbs-Duhem equation, establishing if they are thermody-
namic consistent or inconsistent. Good reviews about consis-
tency tests are found in Raal and Mühlbauer [9] and Praus-
nitz et al. [10]. Jackson and Wilsak [11] analyzed several 
consistency tests, mainly for complete high pressure VLE 
data, that is, experimental PTxy data covering the entire con-
centration range in both phases; the authors conclude that 
each test provides different information that, sometimes, can 
bias the operator. Bertucco et al. [12] proposed a consistency 
test applicable to isothermal, binary VLE data at moderate 
and high pressures, also for the entire concentration range in 
both phases. Valderrama and Álvarez [13] presented a new 
method to test the thermodynamic consistency of incomplete 
binary VLE data; that is, where PTxy data are not fully 
available for the entire concentration range, and for low liq-
uid solute concentrations in the vapor phase (mole fractions 
< 10-3). For these cases, the classic derivative or integral 
methods are not applicable. 

 In these tests, the criteria on consistency are always sta-
tistical. But any of these tests still cannot decide whether the 
underlying data are of high or bad quality. This depends on 
inaccuracies in measuring experimental properties. The con-
sistency tests only can say if the data satisfy or not the ther-
modynamic constraints imposed by the Gibbs-Duhem equa-
tion. 

 In this work, an extension of the consistency test of Val-
derrama and Álvarez [13] is applied to four systems super-
critical fluid + ionic liquid; this test is useful when the data 
do not cover the entire concentration range in liquid or gas 
phase, that is, where PTxy data are not fully available for the 
entire concentration range, and for low solute liquids con-
centrations in the vapor phase. So far, few attempts have 
been done to treat binary mixtures as presented in this work. 
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 The consistency test for binary gas-ionic liquid mixtures 
proposed in this work can be considered as a modeling pro-
cedure and can be easily extended to other multicomponent 
mixtures. In the method, a thermodynamic model that can 
accurately fit the experimental data must be also used to ap-
ply the consistency test. The fitting of the experimental data 
requires the calculation of some model parameters using a 
defined objective function that must be optimized. The test 
was first validated with the binary system CO2 + n-butane, 
and next applied to the binary systems CO2 + [bmim][PF6], 
CO2 + [bmim][NO3], CO2 + [bmim][BF4], and CHF3 + 
[bmim][PF6]. 

 The binary mixtures selected for this study present some 
interesting peculiarities that make them appropriate for the 
thermodynamic test for binary mixtures that is presented 
here. The ionic liquid themselves, [bmim][PF6], [bmim] 
[NO3] and [bmim][BF4], present very different physico-
chemical characteristics and properties, that determine dif-
ferent phase behavior. The [PF6] anion was found to hydro-
lyze completely after addition of excess water at 100°C [14]. 
On the other hand, [bmim][NO3], as most nitrate salts, is 
water-miscible, while [bmim][PF6] is not; ionic liquids with 
the [BF4] anion may be miscible in water or not, depending 
on the nature of the cation; specifically, [bmim][BF4] is mis-
cible in water. Table 1 presents some properties of the com-
ponents of the binary mixtures included in this work. In this 
table, the critical properties for ionic liquids are from [15], 
while the structural parameters r and q are from [16].  

 The mixtures studied also have some special characteris-
tics. For the binary mixtures CO2 + ionic liquid, the concen-
tration of the ionic liquid in supercritical CO2 is so small that 
it could not be detected with experimental equipment [1-7]. 
On the other hand, for the binary mixtures CHF3 + ionic liq-
uid, the concentration of the ionic liquid in supercritical 
CHF3 is appreciable [6, 8].  

 For the systems CO2 + [bmim][PF6], CO2 + [bmim][BF4] 
and CHF3 + [bmim][PF6], Shariati et al. [6] measured isop-
leths, i.e. lines at constant overall composition; therefore, 
their VLE data are obtained by interpolation of the original 
data. Several authors used different interpolated functions to 
build a Px diagram [17, 18]. The interpolation method used 
in this work is discussed in appendix A. 

THERMODYNAMIC MODELING 

 The thermodynamic relationship used to analyze the ther-
modynamic consistency of experimental VLE data is the 
Gibbs-Duhem equation. Once a thermodynamic model (such 
an equation of state with appropriate mixing and combining 
rules) accurately fit the data fulfilling the equality of fugaci-
ties required by the fundamental phase equilibrium equation, 
that model is used to check that the Gibbs-Duhem equation 
is also fulfilled. Once should notice that these two steps, 
modeling of the data and the application of the Gibbs-
Duhem equation are independent, so that good modeling 
does not guarantee consistency and that consistent data can-
not necessarily be well represented by a defined model. Re-
cently, Álvarez and Aznar [16] and Álvarez et al. [19] pre-
sented some results for mixtures CO2 + ionic liquid using the 
Peng-Robinson [20] equation of state (EoS), and the results 
showed good agreement with the experimental data. Redlich-
Kong type equations were also used by Shiflett and Yo-
kozeki [5]. 

 The thermodynamic model used to fit the experimental 
data must be also used to apply the consistency test. Then the 
proposed test is a modeling procedure, similar to the Van 
Ness-Byer-Gibbs test [21]. Once the model parameters are 
determined and the calculated solubilities are within accept-
able limits of deviations, the Gibbs-Duhem equation is ap-
plied. The equations defining the consistency criteria for 
binary mixtures have been presented by Valderrama and 
Álvarez [13]. The development for binary mixtures contain-
ing ionic liquids has not been yet presented in the literature, 
and is summarized as follows. 

 The test use the Peng-Robinson (PR) EoS with the 
Wong-Sandler [22] mixing rule, coupled with the 
UNIQUAC model [23] for the excess Gibbs free energy, as 
the standard thermodynamic model in a bubble-point calcu-
lation; of course, other models could be used. The complete 
model is described below: 
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Table 1. Properties of Compounds Used in This Work 

Components M (g/mol) Tc (K)
a,c

 Pc (MPa)
a,c

  
a,c

 r q 

carbon dioxide 44.01a 304.21a 7.383a 0.2236a 3.26b 2.39 b 

fluoroform 70.01a 299.01a 4.816a 0.2642a 4.36b 3.19 b 

n-butane 284.18d 708.9c 1.73c 0.7553c 24.01b 15.16 b 

[bmim][PF6] 226.02d 632.3c 2.04c 0.8489c 21.75d 14.08d 

[bmim][BF4]
  201.22d 946.3c 2.73c 0.6039c 21.09b 13.70 b 

[bmim][NO3] 44.01a 304.21a 7.383a 0.2236a 3.26b 2.39 b 

aDiadem Public[31], bÁlvarez and Aznar [16], cValderrama and Robles [15], dthis work. 
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where Tr is the reduced temperature, Tc is the critical tem-
perature, Pc is the critical pressure, R is the gas constant, and 

 is the acentric factor. For mixtures: 
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 The mixture constants am and bm are expressed by the 
Wong-Sandler (WS) mixing rules: 
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where 2)12(ln=  for PR EoS, x is the molar fraction, 

A E is the excess Helmholtz energy at infinite pressure and 
kij is a binary interaction parameter.  

 The excess Helmholtz energy at infinite pressure A E can 
be approximated by the excess Gibbs energy at zero pressure 
G E [24], and the latter can be expressed by the UNIQUAC 
model [23] as: 
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where Aij and Aji represent the interaction energy between 
molecules i and j. i

* and i are the volume and surface area 
fractions, z is the coordination number (z = 10), and r and q 
are the structural parameters for the volume and surface area. 

For the modeling, the relative deviations in the pressure and 
solute concentration in the gas phase for data point “i” are 
defined as: 
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 The proposed test uses the Gibbs-Duhem equation ex-
pressed in the integral form: 
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where P is the pressure of the system, y2 is the mole fraction 
of the ionic liquid in the gas phase, 1 and 2 are the fugacity 
coefficients of the component 1 and 2 in the gas phase, and Z 
is the compressibility factor. Both sides of this equation are 
denoted as follows: 
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 The values for AP are obtained with experimental Py2 
data, while the values for A  are obtained with calculated 
values of Z, i and y2. Thus, for one data set to be considered 
as consistent, A  and AP should be similar within acceptable 
deviations. In order to define the acceptable deviations, an 
individual percent area deviation (% Ai) between the A  and 
AP values can be defined as: 

% Ai = 100 (A AP ) / AP i
        (22) 

 This is the parameter that determines the consistency of 
the data set.  

 The method implies the minimization of the deviations, 
Eqs. (20), (21) and (22), where the experimental values of 
concentration of ionic liquid in the gas phase (y2) are needed; 
however, since these concentrations are almost negligible, its 
measurement is difficult [6]; this is the basis for the physical 
criterion for values of y2, and this value can be lesser than 
10-3 with an experimental uncertainties of 10-5. These values 
are empirically based in different experimental results for 
solubility of solids in gas. Therefore, the consistency test 
presented here use values for y2 calculated through the bub-
ble pressure calculation, restricted only for values not well 
detected with equipments to be used as physically significant 
values in Eqs. (18) and (19). As a comparison, Banerjee et 

al. [25] predicted yfluid values in the range 0.99-1.00.  

 The objective function for the consistency test includes a 
minimization of deviations in VLE data, and the integral 
areas (% Ai). The inclusion of vapor concentrations in the 
objective function allows low deviations in pressure and pre-
dicts true physical concentrations in the vapor phase [13]. 
Then the consistency of VLE data set is tested by the objec-
tive function, OF, 
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where N is the number of data points, P is the pressure, yfluid 
is the vapor mole fraction of the supercritical fluid for data 
point i, the superscripts “exp” and “cal” refers to the experi-
mental and calculated values respectively, and A, P and y 
are the standard deviations of the measured quantities. For 
simplification, the experimental uncertainties (or interpola-
tion errors) of the pressure data were used for P, the value 
10-5 (or 10-3 when there are dew point data) for y and the 
value of AP for A. Equation (23) was used to put a reason-
able weight on the measured quantities according to their 
experimental accuracy. The accepted deviation defined by 
% P < 10 is used as constraint for every data point in the 
minimization method. The minimization method was per-
formed using a genetic algorithm code, implemented and 
fully explained in Álvarez et al. [19]. 

 There are three possible answers for the consistency test: 
(i) the data are thermodynamically consistent (TC); (ii) the 
data are not fully consistent (NFC); and (iii) the data are 
thermodynamically inconsistent (TI). When individual pres-
sure and area deviations are greater than a defined limit, the 
worst data point is eliminated and the remaining data set is 
analyzed. If this data set passes the test, the conclusion is 
that the original data are not fully consistent and the remain-
ing data set is thermodynamically consistent. 

 These intervals defined for consistency criteria are based 
on information presented in the literature related to the accu-
racy of experimental data for this type of mixtures (ionic 
liquids, solids and heavy alkanes dissolved in a high pressure 
gas) and on the criteria used by Valderrama and Álvarez 
[13]. In order to analyze the limits for consistency criteria, 
calculations of error propagation on the measured experi-
mental data have been performed by using the general equa-
tion of error propagation [26], with the liquid phase mole 
fraction, the temperature and the interaction parameters as 
the independent measured variables. The calculated individ-
ual area A , evaluated using two consecutive points, is the 
dependent variable. The error (EA) and the percent error 
(% EA) in the calculated area are: 

ji
ji

ij
ij

ij
ij

A
A

A
A

A

A

k
k

A
T

T

A
x

x

A
EA

++

++=

        (24) 

= A/EA100EA%          (25) 

 In this work, there were admitted maximum uncertainties 
of 0.005 for the experimental liquid phase mole fraction, 0.5 
K for the temperature, and 1% for each interaction parame-
ter. The error propagation was refined because the interac-
tion parameters were used as independent variables. The 
partial derivatives in Eq. (19) were numerically calculated 

for several mixtures, giving a direct relationship between the 
estimated percent errors %EA and the relative percent devia-
tions of the pressure % P. For a thermodynamically consis-
tent data, a VLE fit yields minimal deviations in the individ-
ual areas; a % Pi below that 5% yields % Ai below that 
10% and a % Pi between 5% up to 10% yields % Ai below 
that 20%. Over these limits, the experimental data has high 
chance to be thermodynamically inconsistent. These limits 
defined for the consistency criterion produce randomly dis-
tributed deviations on VLE. 

 Then, according the study on error propagation studied 
and the observations by Valderrama and Álvarez [13], the 
maximum deviation must be within the range 20% to +20% 
for % Ai and –10 to +10 for % Pi. Of course, these limits 
are not strict. When only one data point is slightly out of 
limits, the data set can be consider thermodynamic consis-
tent. However, if several data points are out of limits, there is 
an evident tendency of inconsistency. The rule of thumb for 
remove bad data points is: (i) data point with % Pi > 10 and 
% Ai > 20; (ii) data point with % Ai > 20; (iii) data point 
with % Pi < 5 and % Ai > 10.  

 This procedure is applied when there are less than 50% 
of the individual areas with deviations in the limits defined. 
If it is not the case, the data set is considered thermodynami-
cally inconsistent. The empirical value of 50% is based in 
robust regression theory, which says that more than 50% of 
spurious data destroy the tendency of data, showing that the 
data have systematic experimental error [27]. When the 
thermodynamic model cannot fit more than 30% of data 
points in the data set within the limits defined for individual 
pressure and ionic liquid concentration in the gas phase, an-
other thermodynamic model should be used. 

RESULTS 

 Twenty-eight isotherms for five binary mixtures were 
chosen to show the application of the proposed thermody-
namic consistency test. The mixtures were carefully selected 
so that several phase behavior and features of the test could 
be emphasized.  

 In the discussion below, the difference between experi-
mental and calculated values is calculated as the average 
percent deviation, expressed in absolute form [28], as fol-
lows: 
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 The physical properties for all substances are shown in 
Table 1, where the structural parameters r and q were calcu-
lated according to [16]. Tables 2-5 show all the experimental 
data. In Table 2 and Fig. (1), for the CO2 + [bmim][PF6] sys-
tem, the data determined by Blanchard et al. [1], Liu et al. 
[3] and Aki et al. [4] show greater deviations from the data 
by Pérez-Salado Kamps et al. [2] or Shariati et al [6]; the 
discrepancies become even more significant with increasing 
pressure at constant temperature. In Table 3, for the system 
CO2 + [bmim][NO3], the data by Blanchard et al. [1] present 
a lower solubility of CO2 than those by Aki et al. [4]. In  
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Table 4, for the system CO2 + [bmim][BF4], the data by Aki 
et al. [4] show greater deviations from the data by Kroon et 
al. [7] or Shiflett and Yokozeki [5]. In Table 5, for the sys-
tem CHF3 + [bmim][PF6], the data by Shariati et al. [6] and 
Shiflett and Yokozeki [8] show the same values in the same 
pressure range, but the work by Shariati et al. [6] presents 
data with high pressures. All these discrepancies can be 
mainly attributed to the different experimental techniques 
used to measure the solubility, to ionic liquid impurities, and 
also to ionic liquid degradation [14]. Besides, it is important 
to note that some of the data from Shariati et al. [6] show 
liquid-liquid-vapor boundaries; consequently, it is to be ex-
pected that this phenomenon highly affects the quality of 
their vapor-liquid representation in this region of the phase 
diagram. This complex phase behavior could be the cause for 
the apparent inconsistencies in the data.  

Table 2. Different Reports of VLE for the Supercritical CO2 

(1) + [bmim][PF6] (2) System 

NP Range of Data 

 T (K) P (MPa) x1 

Ref 

8 313.15 0.8-52.7 0.1-0.7 

8 323.15 0.9-58.7 0.1-0.7 

8 333.15 1.1-64.0 0.1-0.7 

[5] 

7 313.15 0.1-9.5 0.02-0.6 

10 333.15 0.4-9.2 0.04-0.5 
[2] 

7 313.15 1.5-9.6 0.2-0.7 

7 323.15 1.7-9.2 0.2-0.7 

7 333.15 1.6-9.3 0.2-0.7 

[1] 

13 313.15 0.9-10.9 0.1-0.6 

10 323.15 0.6-11.6 0.1-0.6 

9 333.15 1.5-12.9 0.2-0.6 

[3] 

9 323.15 0.01-2.0 0.002-0.2 [5] 

9 313.3 (first) 2.0-14.6 0.3-0.6 

6 313.3 (second) 1.6-8.7 0.2-0.6 

6 313.3 (third) 1.4-8.5 0.2-0.6 

8 333.3 1.7-13.2 0.2-0.6 

[4] 

 

 The test was applied with the objective function (Eq. 23), 
the uncertainty for pressure, P = 0.05% and the uncertainty 
for concentration in the gas phase, y = 0.001. The concen-
trations y2 were calculated through the bubble point and used 
for AP and A . The mixture CO2 + n-butane was already ex-
amined by Bertucco et al. [12] and Valderrama and Álvarez 
[13], and has been used here to validate the proposed 
method. Both papers used the experimental y2 value. For 
these authors, the original data set is not fully consistent. In 
the analysis of Valderrama and Álvarez [13], the last two 
points give % Ai out of the limits; after removing these 

points, the remaining data set was considered thermody-
namically consistent. The results are shown in Table 6. As 
expected, the original data set was found to be not fully con-
sistent, since the last two points give an area deviation out-
side the defined range (bold and italic type in Table 6). After 
removing these points, the model fitted the remaining data 
set with %| P| = 0.2 and %| y2| = 2.1, and the data set was 
regarded thermodynamically consistent. In this way, the 
model predicts consistently the concentrations y2, and yield 
results that confirm those obtained by other authors. In this 
calculation, the proposed method shows characteristics of a 
robust regression [28], since the y2 predicted is correct and 
outlying points do not have a great influence on the tendency 
of the bulk data. The data from Blanchard et al. [1], which 
were discarded in a later work by the same authors, was used 
as a test for the proposed method, which correctly indicated 
that this data set was thermodynamically inconsistent.  

Table 3. Different Reports of VLE for the Supercritical CO2 

(1) + [bmim][NO3] (2) System 

NP Range of Data 

 T (K) P (MPa) x1 

Ref 

7 313.15 1.5-9.2 0.2-0.5 

7 333.15 1.8-9.3 0.2-0.5 
[1] 

6 313.15 1.3-9.3 0.1-0.5 

6 333.1 1.3-8.9 0.07-0.4 
[4] 

 

Table 4. Different Reports of VLE for the Supercritical CO2 

(1) + [bmim][BF4] (2) System 

NP Range of Data 

 T (K) P (MPa) x1 

Ref 

5 298.15 1.2-5.1 0.2-0.5 [4] 

5 298.15 0.7-4.8 0.1-0.5 [7] 

9 298.15 0.01-2.0 0.002-0.28 [5] 

 

Table 5. Different Reports of VLE for the Supercritical CHF3 

(1) + [bmim][PF6] (2) System 

NP Range of Data 

 T (K) P (MPa) x1 y1 

Ref 

9 323 0.05-2.0 0.005-0.2 - 

9 348 0.01-2.0 0.001-0.2 - 
[5] 

12 323 0.8-26.2 0.1-0.9 0.956-0.99 

12 348 1.1-37.0 0.1-0.9 0.956-0.99 
[6] 
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 Table 7 presents results for the application of the test to 
the binary systems containing ionic liquid. In this table, NP 
is the number of data points, T is the temperature, kij, A12 
and A21 are the interaction parameter of the model, where 1 

stands for the supercritical fluid (CO2 or CHF3) and 2 stands 
for the ionic liquid. This table is divided in sections for each 
system studied.  

Table 6. Detailed Results for System Supercritical CO2 (1) + n-Butane (2) at 344.26 K from [31] 

AP A  % Ai P
exp

 P
cal

 % P y2
exp

 y2
cal

 % y2 x1 

(18 data points) kij = 0.1600, A12 = 593.459, A21 = 1735.860, | P|(%) = 0.2, | y2|(%) = 2.1 

0.20 0.22 6.63 0.862 0.856 -0.78 0.970 0.975 0.55 0.002 

0.20 0.20 -1.49 1.035 1.039 0.40 0.827 0.825 -0.23 0.017 

0.20 0.19 -1.71 1.207 1.209 0.17 0.723 0.724 0.15 0.031 

0.38 0.38 1.00 1.379 1.378 -0.06 0.645 0.647 0.34 0.045 

0.37 0.37 -0.06 1.724 1.727 0.19 0.538 0.535 -0.59 0.074 

0.36 0.35 -1.19 2.068 2.072 0.20 0.464 0.460 -0.87 0.103 

0.35 0.35 1.51 2.414 2.414 0.03 0.408 0.407 -0.33 0.132 

0.34 0.34 0.36 2.758 2.765 0.24 0.365 0.366 0.21 0.162 

0.33 0.33 -0.67 3.103 3.112 0.29 0.332 0.335 0.77 0.192 

0.63 0.62 -0.79 3.447 3.455 0.23 0.306 0.310 1.33 0.222 

0.59 0.58 -1.11 4.137 4.142 0.11 0.268 0.274 2.28 0.283 

0.55 0.55 -0.45 4.826 4.824 -0.05 0.246 0.250 1.57 0.345 

0.52 0.51 -1.48 5.516 5.510 -0.11 0.230 0.233 1.39 0.409 

0.48 0.48 0.55 6.205 6.188 -0.28 0.220 0.223 1.16 0.474 

0.44 0.45 1.92 6.895 6.880 -0.22 0.216 0.217 0.56 0.543 

0.20 0.21 3.60 7.584 7.581 -0.04 0.222 0.219 -1.24 0.618 

0.13 0.25 101.06
a
 7.930 7.937 0.09 0.242 0.226 -6.58 0.661 

   8.164 8.240 0.94 0.287 0.238 -17.15
a 0.713 

(17 data points) kij = 0.1701, A12 = 272.129, A21 = 1997.902, | P|(%) = 0.3, | y2|(%) = 1.4 

0.20 0.22 7.08 0.862 0.856 -0.76 0.970 0.975 0.53 0.002 

0.20 0.20 -1.27 1.035 1.040 0.49 0.827 0.824 0.31 0.017 

0.20 0.19 -1.63 1.207 1.210 0.30 0.723 0.723 0.03 0.031 

0.38 0.38 0.91 1.379 1.380 0.08 0.645 0.646 0.20 0.045 

0.37 0.37 -0.31 1.724 1.729 0.31 0.538 0.534 0.76 0.074 

0.36 0.35 -1.55 2.068 2.074 0.28 0.464 0.459 1.06 0.103 

0.35 0.35 1.07 2.414 2.415 0.05 0.408 0.406 0.54 0.132 

0.34 0.34 -0.10 2.758 2.764 0.20 0.365 0.365 0.04 0.162 

0.33 0.33 -1.11 3.103 3.109 0.20 0.332 0.334 0.47 0.192 

0.63 0.62 -1.12 3.447 3.450 0.09 0.306 0.309 0.96 0.222 

0.59 0.59 -1.16 4.137 4.133 -0.10 0.268 0.273 1.71 0.283 

0.56 0.56 -0.02 4.826 4.814 -0.26 0.246 0.248 0.72 0.345 

0.53 0.52 -0.41 5.516 5.502 -0.26 0.230 0.230 0.17 0.409 

0.49 0.50 2.51 6.205 6.186 -0.30 0.220 0.219 0.51 0.474 

0.45 0.47 5.22 6.895 6.893 -0.04 0.216 0.212 1.68 0.543 

0.21 0.22 8.27 7.584 7.619 0.45 0.222 0.213 4.18 0.618 

   7.930 7.995 0.82 0.242 0.218 9.85 0.661 

aOut of limits data point. Shaded line: removed data point. 
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 More detailed results for the system CO2 + [bmim][PF6] 
are shown in Tables 8 up to 12. These tables are divided in 
two parts. The upper part shows the original data set, while 
the lower part shows the remaining data after removing some 
points. Each part shows the interaction parameters for the 
thermodynamic model. Tables 8-10 show detailed results for 
the data from Shariati et al. [6]. In Table 8, which presents 
detailed results at 313.15 K, the upper part shows that these 
data have deviations outside the established limits in the two 
final values of % Ai (bold and italic type); the lower part 
shows that, when one point from the original data set is 

eliminated (the one with the highest area deviation, shaded in 
the upper part), the deviations for the remaining seven points 
are within the defined limits of 20% to +20%. Therefore, 
the original set with eight data points is not fully consistent, 
but a new set with the remaining seven points is thermody-
namically consistent; however, the last point has a high 
probability to be inconsistent, because two % Pi < 5 yields 
% Ai > 10. The same procedure is applied for the data at 
323.15 and 333.15 K, as shown in Tables 9 and 10, respec-
tively; both of data sets are not fully consistent.  

Table 7. Results of the Consistency Test Using PR+WS/UNIQUAC, with Estimated kij, A12 and A21 Parameters 

Reference NP T (K) kij A12 kJ/kmol A21 kJ/kmol | P|(%) Result 

CO2 + [bmim][PF6] 

8 313 0.3061 4562.630 -536.211 1.2 NFC/TC 

8 323 0.3041 4367.418 -461.895 1.2 NFC/TC [5] 

8 333 0.3271 4631.519 -492.994 1.6 NFC/TC 

7 313 0.5724 1532.211 354.253 1.9 TC 
[2] 

10 333 0.6182 1976.688 245.462 0.4 TC 

7 313 0.2888 130.813 1364.330 6.2 TI 

7 323 0.2476 716.755 526.845 3.7 TI [1] 

7 333 0.2077 1896.333 -185.649 5.6 TI 

13 313 0.4722 272.421 1333.819 3.3 TI 

10 323 0.9987 -1686.089 3848.819 3.7 TI [3] 

9 333 0.9999 -1296.043 2854.631 4.2 TI 

[5] 9 323 0.5188 2135.729 144.314 7.4 NFC/TC 

9 313(first) 0.6469 -163.857 1570.101 8.5 TI 

6 313(second) 0.3050 344.647 1430.118 3.6 TI 

6 313(third) 0.3843 1301.887 431.109 8.3 TI 
[4] 

8 333 0.8466 70.647 1434.796 3.2 TI 

CO2 + [bmim][NO3] 

7 313 0.7307 737.260 244.341 8.1 TI 
[1] 

7 333 0.2245 975.738 241.039 6.4 TI 

6 313 0.0825 -441.908 2382.438 6.3 NFC/TC 
[4] 

6 333 -0.4347 -724.243 3032.147 2.0 TI 

CO2 + [bmim][BF4] 

[4] 5 298 0.9999 -1869.427 3969.204 2.5 TI 

[7] 5 298 0.2832 2591.745 -140.975 0.7 TC 

[5] 9 298 0.4961 1249.692 298.008 3.1 TC 

CHF3+ [bmim][PF6] 

8 323 0.9522 -1985.123 3675.940 4.0 NFC/TC 
[8] 

9 348 0.9999 -1955.672 3669.472 7.8 NFC/TC 

12 323 0.4378 -1822.636 3604.477 7.9 NFC/TC 
[6] 

12 348 0.5651 -1723.135 3302.432 3.1 NFC/TC 

TC: thermodynamically consistent; TI: thermodynamically inconsistent; NFC: not fully consistent. 
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 Tables 11 and 12 present detailed results for the data 
from Pérez-Salado Kamps et al. [2], at 313.15 and 333.15 K, 
respectively; these data are thermodynamically consistent, 
meaning that all the deviations are within the defined ranges, 
–20% to 20%; however, in both tables the last point has a 
high probability to be inconsistent, because the two % Pi < 5 
yields % Ai greater than 10. Tables 13 shows the detailed 
results for the system CO2 + [bmim][NO3]. The data from 
Blanchard et al. [1] are thermodynamically inconsistent, 
since more that 50% of % Ai showed deviations outside the 
established limits. Table 14 shows the detailed results for the 
system CO2 + [bmim][BF4], at 298.15 K from Shiflett and 
Yokozeki [5] are thermodynamic consistent; in this latter, 
there is a high probability of inconsistency in the data point 
x1 = 0.002, because is the sole data point with % P = 11.94, 
slightly out of the limits. Tables 15 and 16 show the detailed 
results for the system CHF3 + [bmim][PF6]. The data from 
Shiflett and Yokozeki [8] and Shariati et al [6] are not fully 
consistent. Table 16 shows that Shariati et al. [6] report dew 
point data, where ionic liquid exists in the gas phase. In this 
table, y2 is an interpolated value for the pressure and the 
method predicts this concentration of ionic liquid with a de-
viation less than 3.5%.  

 

CONCLUSIONS 

 A thermodynamic model, composed by the Peng-
Robinson EoS coupled with the Wong-Sandler/UNIQUAC 
mixing rule, was used to accurately correlate experimental 
vapor-liquid equilibrium data in binary systems containing 
ionic liquids. The model was also able to predict the low 
ionic liquid concentrations in the vapor phase. A thermody-
namic consistency test based on this model and on the 
Gibbs-Duhem equation, that allows the analysis of individual 
data points in a binary vapor-liquid equilibrium data set, i.e., 
to eliminate doubtful points, was proposed. The test was 
applied to several data sets from literature involving three 
ionic liquids and two supercritical solvents. For the system 
CO2 + [bmim][PF6], only the original data sets from Pérez-
Salado Kamps et al. [2] are thermodynamically consistent, 
although the data from Shariati et al. [6] must be considered 
with care, since they show some liquid-liquid-vapor bounda-
ries, a complex phase behavior which could be the cause for 
the apparent inconsistencies. For the system CO2 + 
[bmim][NO3], only the data from Aki et al. [4] at 313.15 are 
not fully consistent. For the system CO2 + [bmim][BF4], the 
data sets from Kroon et al. [7] and Shiflett and Yokozeki [5] 
are considered thermodynamically consistent. Finally, for the 
system CHF3 + [bmim][PF6], all data sets are not fully con-
sistent.  

Table 8. Detailed Results for CO2 + [bmim][PF6] at 313.15 K from [5] 

AP A  % Ai P
exp

 P
cal

 % P y1
cal

 y2
cal

 x1 

(8 data points) kij = 0.3061, A12 = 4562.630, A21 = -536.211, | P|(%) = 1.2 

243439.9 249882.6 2.6 0.78 0.77 -1.54 0.9999957 0.0000043 0.100 

101610.3 99044.5 -2.5 1.74 1.75 0.50 0.9999972 0.0000028 0.203 

179993.4 177695.2 -1.3 2.28 2.28 -0.16 0.9999973 0.0000027 0.250 

58676.9 62042.6 5.7 3.71 3.69 -0.50 0.9999969 0.0000031 0.351 

84064.8 91159.8 8.4 4.52 4.55 0.64 0.9999962 0.0000038 0.399 

153996.2 178073.3 15.6
a
 6.91 7.20 4.22 0.9999882 0.0000118 0.501 

234254.1 724645.2 209.3
a
 25.31 24.92 -1.54 0.9999911 0.0000089 0.598 

 52.73 53.09 0.69 0.9999985 0.0000015 0.650 

(7 data points) kij = 0.2458, A12 = 4189.500, A21 = -429.368, | P|(%) = 0.6 

229858.0 234248.3 1.9 0.78 0.77 -0.69 0.9999956 0.0000044 0.100 

91395.4 88095.0 -3.6 1.74 1.75 0.86 0.9999970 0.0000030 0.203 

154891.0 150069.9 -3.1 2.28 2.28 -0.09 0.9999970 0.0000030 0.250 

47050.8 48479.4 3.0 3.71 3.67 -1.23 0.9999962 0.0000038 0.351 

64467.2 66282.2 2.8 4.52 4.49 -0.61 0.9999951 0.0000049 0.399 

92311.9 80323.9 -13.0
a
 6.91 6.97 0.82 0.9999833 0.0000167 0.501 

 25.31 25.32 0.05 0.9999711 0.0000289 0.598 

aOut of limits data point. Shaded line: removed data point. 
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Table 9. Detailed Results for CO2 + [bmim][PF6] at 323.15 K from [5] 

AP A  % Ai P
exp

 P
cal

 % P y1
cal

 y2
cal

 x1 

(8 data points) kij = 0.3041, A12 = 4367.418, A21 = -461.895, | P|(%) = 1.2 

114652.3 117845.3 2.8 0.93 0.91 -1.45 0.999991 0.000009 0.100 

46947.9 44844.3 -4.5 2.07 2.08 0.73 0.999994 0.000006 0.203 

78068.5 77354.9 -0.9 2.74 2.72 -0.47 0.999994 0.000006 0.250 

24264.8 25311.3 4.3 4.46 4.44 -0.57 0.999992 0.000008 0.351 

34438.9 36501.6 6.0 5.47 5.49 0.35 0.999990 0.000010 0.399 

48309.7 66691.5 38.1
a
 8.70 9.01 3.56 0.999961 0.000039 0.501 

97440.1 450648.4  362.5
a
 29.24 28.75 -1.66 0.999981 0.000019 0.598 

 58.71 59.07 0.60 0.999997 0.000004 0.650 

(7 data points) kij = 0.2523, A12 = 3914.281, A21 = -327.957, | P|(%) = 0.6 

108661.7 110901.9 2.1 0.93 0.92 -0.49 0.999991 0.000009 0.100 

42422.4 40082.0 -5.5 2.07 2.09 1.21 0.999993 0.000007 0.203 

67612.6 65771.2 -2.7 2.74 2.73 -0.28 0.999993 0.000007 0.250 

19566.3 19897.7 1.7 4.46 4.41 -1.15 0.999991 0.000009 0.351 

26508.9 26525.5 0.1 5.47 5.43 -0.76 0.999987 0.000013 0.399 

26216.0 27204.9 3.8 8.70 8.70 0.04 0.999943 0.000058 0.501 

 29.24 29.24 0.00 0.999938 0.000062 0.598 

aOut of limits data point. Shaded line: removed data point. 

 

Table 10. Detailed Results for CO2 + [bmim][PF6] at 333.15 K from [5] 

AP A  % Ai P
exp

 P
cal

 % P y1
cal

 y2
cal

 x1 

(8 data points) kij = 0.3271, A12 = 4631.519, A21 = -492.994, | P|(%) = 1.6 

58678.7 60481.4 3.1 1.09 1.07 -1.99 0.999983 0.000017 0.100 

23837.0 22818.6 -4.3 2.43 2.44 0.44 0.999988 0.000012 0.203 

39136.6 39221.2 0.2 3.23 3.21 -0.71 0.999988 0.000012 0.250 

12199.5 12771.3 4.7 5.29 5.28 -0.22 0.999985 0.000015 0.351 

19222.2 19988.9 4.0 6.53 6.59 0.83 0.999979 0.000021 0.399 

41320.0 79219.8 91.7
a
 10.94 11.41 4.33 0.999931 0.000069 0.501 

132303.0 1361502.8 929.1
a
 34.57 33.51 -3.08 0.999987 0.000013 0.598 

 64.04 63.29 -1.16 0.999998 0.000002 0.650 

(6 data points) kij = 0.9854, A12 = -273.858, A21 = 1824.747, | P|(%) = 0.5 

130003.7 132586.3 2.0 1.09 1.08 -0.40  0.9999895  0.0000105  0.100 

87022.6 82412.2 -5.3 2.43 2.46 1.05 0.9999961 0.0000039 0.203 

261518.7 262161.8 0.2 3.23 3.21 -0.47 0.9999973 0.0000027 0.250 

185890.9 193607.5 4.2 5.29 5.26 -0.49 0.9999987 0.0000013 0.351 

662853.3 663250.0 0.1 6.53 6.56 0.37 0.9999990 0.0000010 0.399 

 10.94 10.94 0.00 0.9999994 0.0000006 0.501 

aOut of limits data point. Shaded line: removed data point. 
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Table 11. Detailed Results for CO2 + [bmim][PF6] at 313.15 K from [2] 

AP A  % Ai P
exp

 P
cal

 % P y1
cal

 y2
cal

 x1 

(7 data points) kij = 0.5724, A12 = 1532.211, A21 = 354.253, | P|(%) = 1.9 

442117.3  429754.6 -2.8 0.105 0.109 3.7  0.9999771  0.0000229  0.0156 

454063.1 438556.3 -3.4 1.292 1.286 -0.5 0.9999976 0.0000024 0.1594 

279632.6 283292.0 1.3 2.893 2.814 -2.7 0.9999986 0.0000014 0.2958 

228775.9 235887.4 3.1 4.242 4.150 -2.2 0.9999987 0.0000013 0.3833 

124000.5 121025.7 -2.4 5.844 5.778 -1.1 0.9999984 0.0000016 0.4617 

76344.5 90541.4 18.6
a
 7.293 7.177 -1.6 0.9999978 0.0000022 0.5096 

 9.480 9.652 1.8 0.9999875 0.0000125 0.5551 

aOut of limits data point. 

 
Table 12. Detailed Results for CO2 + [bmim][PF6] at 333.15 K from [2] 

AP A  % Ai P
exp

 P
cal

 % P y1
cal

 y2
cal

 x1 

(10 data points) kij = 0.6182, A12 = 1976.688, A21 = 245.462, | P|(%) = 0.4 

88824.8 87849.8 -1.1 0.42 0.43 0.9 0.9999678 0.0000322 0.0423 

64236.0 63659.3 -0.9 1.75 1.74 -0.2 0.9999906 0.0000094 0.1527 

41086.4 41740.7 1.6 2.89 2.87 -0.6 0.9999933 0.0000067 0.2286 

32594.8 31931.7 -2.0 3.73 3.73 -0.1 0.9999941 0.0000059 0.2773 

47083.6 47903.2 1.7 4.49 4.47 -0.5 0.9999944 0.0000056 0.3144 

35797.3 35570.3 -0.6 5.81 5.81 0.0 0.9999945 0.0000055 0.3707 

16312.0 16834.6 3.2 7.09 7.08 -0.1 0.9999942 0.0000058 0.4142 

13887.2 12788.9 -7.9 7.82 7.84 0.2 0.9999937 0.0000063 0.4359 

9750.2 11454.1 17.5
a
 8.56 8.52 -0.5 0.9999932 0.0000068 0.4532 

 9.18 9.25 0.7 0.9999923 0.0000077 0.4696 

aOut of limits data point.  

 
Table 13. Detailed Results for the CO2 + [bmim][NO3] at 313.15 K from [1] 

AP A  % Ai P
exp

 P
cal

 % P y1
cal

 y2
cal

 x1 

(7 data points) kij = 0.7307, A12 = 737.260, A21 = 244.341, | P|(%) = 8.1 

540231601.8 384832576.6 -28.8
 a
 1.547 1.768 14.31

 a
 1.0 0.0 0.196 

419272612.9 352823607.3 -15.8 2.905 2.792 -3.90 1.0 0.0 0.276 

344310882.7 310156934.0 -9.9 4.263 3.862 -9.40 1.0 0.0 0.342 

257814341.1 284461023.8 10.3 5.670 4.998 -11.85
 a
 1.0 0.0 0.397 

110543090.0 197680291.6 78.8
 a
 7.118 6.424 -9.75 1.0 0.0 0.449 

15815696.6 24430743.2 54.5
 a
 8.372 8.477 1.25 1.0 0.0 0.497 

 9.200 9.779 6.29 1.0 0.0 0.513 

(6 data points) kij = 0.5337, A12 = 73.609, A21 = 1087.130, | P|(%) = 4.3 

208409124.6 160663801.3 -22.9
 a
 2.905 3.106 6.92 1.0 0.0 0.276 

127470852.8 103236320.5 -19.0 4.263 4.193 -1.65 1.0 0.0 0.342 

68574153.0 66838886.9 -2.5 5.670 5.295 -6.61 1.0 0.0 0.397 

20644385.6 31853700.4 54.3
 a
 7.118 6.615 -7.07 1.0 0.0 0.449 

1750040.9 2299166.8 31.4
 a
 8.372 8.409 0.44 1.0 0.0 0.497 

 9.200 9.493 3.18 0.9999997 0.0000003 0.513 
aOut of limits data point. Shaded line: removed data point. 
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Table 14. Detailed Results for the CO2 + [bmim][BF4] at 298.15 K from [5] 

AP A  % Ai P
exp

 P
cal

 % P y1
cal

 y2
cal

 x1 

(5 data points) kij = 0.4961, A12 = 1249.692, A21 = 298.008, | P|(%) = 3.1 

5300.9 5219.2 -1.5 0.010 0.011 11.94
 a
 0.999235 0.000765 0.002 

6312.1 5890.6 -6.7 0.050 0.055 9.88 0.999845 0.000155 0.010 

35180.2 33760.9 -4.0 0.100 0.105 4.98 0.999919 0.000081 0.019 

32905.3 33149.1 0.7 0.400 0.400 0.21 0.999978 0.000022 0.069 

31530.0 31044.4 -1.5 0.700 0.705 0.62 0.999987 0.000013 0.116 

30081.1 30111.1 0.1 1.000 0.998 -0.13 0.999990 0.000010 0.158 

19145.8 18793.7 -1.8 1.300 1.302 0.11 0.999992 0.000008 0.197 

45205.2 45778.8 1.3 1.500 1.495 -0.36 0.999993 0.000007 0.221 

   2.000 2.002 0.11 0.999994 0.000006 0.277 

aOut of limits data point.  

 

Table 15. Detailed Results for the CHF3 + [bmim][PF6] at 323.10 K from [8] 

AP A  % Ai P
exp

 P
cal

 % P y1
cal

 y2
cal

 x1 

(8 data points) kij = 0.9522, A12 = -1985.123, A21 = 3675.940, | P|(%) = 4.0 

7401.2 8459.8 14.3 0.050 0.041 -18.57
a
 0.9998576 0.0001424 0.005 

51290.7 56615.4 10.4 0.100 0.089 -10.44 0.9999357 0.0000643 0.011 

56487.0 55091.9 -2.5 0.400 0.406 1.64 0.9999865 0.0000135 0.050 

58146.3 56810.9 -2.3 0.700 0.703 0.36 0.9999925 0.0000075 0.086 

60305.3 61356.3 1.7 1.000 0.995 -0.56 0.9999949 0.0000051 0.121 

42105.9 42865.8 1.8 1.299 1.299 -0.01 0.9999963 0.0000037 0.156 

109615.1 108640.6 -0.9 1.500 1.502 0.14 0.9999969 0.0000031 0.179 

   1.999 1.999 -0.02 0.9999978 0.0000022 0.231 

(7 data points) kij = 0.8961, A12 = -1917.752, A21 = 3550.764, | P|(%) = 1.9 

50441.7 55778.4 10.6 0.0996 0.0888 -10.83 0.9999352 0.0000648 0.011 

54802.0 53575.3 -2.2 0.3996 0.4051 1.38 0.9999862 0.0000138 0.050 

55614.6 54489.0 -2.0 0.7004 0.7021 0.24 0.9999922 0.0000078 0.086 

56820.1 57916.9 1.9 1.0004 0.9945 -0.59 0.9999947 0.0000053 0.121 

39149.7 39896.6 1.9 1.2993 1.2995 0.02 0.9999960 0.0000040 0.156 

99935.3 98824.2 -1.1 1.5001 1.5029 0.19 0.9999966 0.0000034 0.179 

   1.9993 1.9987 -0.03 0.9999975 0.0000025 0.231 

aOut of limits data point. Shaded line: removed data point.  
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Table 16. Detailed Results for the CHF3 + [bmim][PF6] at 323.10 K from [6] 

AP A  % Ai P
exp

 P
cal

 % P y2
exp

 y2
cal

 x1 

(12 data points) kij = 0.3821, A12 = -1446.267, A21 = 2826.518, | P|(%) = 4.0 

93020.068 91092.305 -2.1 0.810 0.824 1.7 <10-3 9.70*10-6 0.102 

69309.529 66173.159 -4.5 1.667 1.675 0.5 <10-3 6.70*10-6 0.203 

46882.596 47214.62 0.7 2.604 2.570 -1.3 <10-3 6.50*10-6 0.302 

27470.452 27663.524 0.7 3.598 3.564 -0.9 <10-3 7.80*10-6 0.400 

15714.417 14861.863 -5.4 4.598 4.568 -0.6 <10-3 1.12*10-5 0.483 

6185.105 7915.197 28.0
a
 5.728 5.633 -1.6 <10-3 2.07*10-5 0.552 

3889.665 2477.174 -36.3
 a
 6.951 7.219 3.9 <10-3 8.63*10-5 0.621 

433.438 284.36 -34.4
 a
 11.337 10.726 -5.4 <10-3 8.29*10-4 0.700 

45.358 52.182 15.0 18.535 16.433 -11.3 <10-3 3.86*10-3 0.780 

3.729 10.313 176.5
 a
 23.745 22.757 -4.1  0.010 0.012 0.850 

1.163 1.64 41.0
 a
 25.278 27.179 7.5  0.020 0.028 0.900 

   26.225 28.623 9.2  0.044 0.037 0.925 

(7 data points) kij = 0.2901, A12 = -1158.594, A21 = 2360.242, | P|(%) = 0.6 

83947.1 83886.1 -0.1 0.810 0.811 0.13 <10-4 0.000010 0.102 

58230.7 56888.2 -2.3 1.667 1.672 0.30 <10-4 0.000008 0.203 

35903.0 36604.3 2.0 2.604 2.591 -0.49 <10-4 0.000008 0.302 

18888.5 18728.4 -0.8 3.598 3.608 0.28 <10-4 0.000011 0.400 

9799.4 8757.6 -10.6 4.598 4.608 0.21 <10-4 0.000018 0.483 

3673.4 4166.8 13.4 5.728 5.620 -1.88 <10-4 0.000035 0.552 

   6.951 7.011 0.86 <10-4 0.000138 0.621 

aOut of limits data point. Shaded line: removed data point.  
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NOMENCLATURE 

Symbols 

A, B, C, D = Parameters in interpolation functions 

A  = Area 

A
E 

 = Excess Helmholtz energy 

Aij  = Energy interaction parameter in 
UNIQUAC 

a, ac,, b = Constants in Peng-Robinson EoS 

am, bm = Mixture constants in Peng-Robinson EoS 

EA  = Error in calculated areas 

F  = Dependence on the acentric factor in the  
function 

G
E
  = Excess Gibbs energy 

kij  = Binary interaction parameter  

P  = Pressure 

q  = Structural parameter for surface area in 
UNIQUAC 

R  = Universal gas constant 

r  = Structural parameter for volume in 
UNIQUAC 

T  = Temperature 

Tc  = Critical temperature 

Tr  = Reduced temperature (Tr = T/Tc) 

V  = Molar volume 

y  = Mole fraction of supercritical fluid in the 
vapor phase 

x  = Mole fraction in the liquid phase 

Z  = Compressibility factor 

z  = Coordination number in UNIQUAC 
(z = 10) 
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Abbreviations 

EoS = Equation of State 

NFC = Not fully consistent 

TC = Thermodynamically consistent 

TI = Thermodynamically inconsistent 

UNIQUAC = UNIversal-QUAsiChemical model 

%  = Percent deviation 

Greek letters 

(T) = Temperature function in the Peng-
Robinson EoS 

  = Acentric factor 

  = Characteristic constant in Wong-Sandler 
mixing rule 

  = Volume fraction in UNIQUAC 

  = Surface area fraction in UNIQUAC 

  = Interval (for temperature, pressure and 
mole fraction) 

  = Fugacity coefficient 

  = Exponential interaction parameter in 
UNIQUAC 

  = Standard deviation in measured properties 

Super/subscripts 

A  = Area 

cal  = Calculated 

E  = Excess property 

comb = Combinatorial 

exp  = Experimental 

fluid = Supercritical fluid 

i, j  = Components 

P  = Pressure 

res  = Residual 

Y  = Vapor-phase composition 

  = Infinite pressure 

APPENDIX A: PX DIAGRAM FROM ISOPLETHS 

 By interpolating between isopleths, it is possible to plot 
the Px diagram at constant temperature. Since both bubble- 
and dew-points are available in several isopleths, each Px 
diagram illustrates both the solubility of the supercritical 
fluid in the ionic liquid-rich phase and the solubility of the 
ionic liquid in the supercritical fluid phase. Then, values of 
other than the known discrete points may be needed (i.e., 
interpolation). This process, for discrete data, is performed 
by fitting an approximating function to the discrete data set. 
Many types of approximating functions can be used and sev-
eral authors calculated Px diagram from isopleths, but with-
out recommending one specific method for the best interpo-
lation or curve fitted for the isopleths. A Px diagram appears 
in Fig. (A.1). 

 

 

 

 

 

 

 

 

 
Fig. (A.1). Px diagram for the system supercritical CHF3 + 
[bmim[PF6] at 348.10 K.  

 In this work, there were used interpolation functions for a 
set of discrete data in two ways: exact fit, such as cubic 
spline [29] and approximate fit, by using low degree poly-
nomials [17, 18], where the parameters were fitted through 
the least squares approximation. Five interpolation functions 
were tested.  

 The method for select the best interpolation function is 
based on the hypothesis that experimental error should be 
randomly distributed. The error defined in order to accept the 
interpolation function as accurate for the data is based on the 
work by Hoffman [30], using the general equation of error 
interpolation of Weierstrass approximation theorem. Then, 
the error defined (%| E|) used temperature T as the inde-
pendent measured variable and pressure P as the dependent 
measured variable for the isopleths data. In order to confirm 
this error, several calculations of errors in the interpolated 
experimental data were performed. The absolute average 
percent deviations for the interpolation %| E| is defined as: 

=

=
N

1i

exp
iij

exp
N

exp
j

exp
1

exp
i P/|)T,..T,..T(fP|

N

100
E%  

where N is the number of data points, Ti
exp is the experimen-

tal temperature at point “i”, Pi
exp is the experimental pressure 

at point “i”, and f is the interpolated function fitted with all 
other experimental data points but “i” and evaluated at “i”. 
The interpolation error is used on five interpolation functions 
over each isopleth; so, the interpolation function with the 
minimum value of %| E| is established as the optimal for 
the isopleth. After that, the chosen interpolation function is 
fitted with all experimental data and used to plot the Px dia-
gram. In this way, the optimal interpolation function has the 
natural tendency of data, suffers a minimal influence by the 
removing of one data point, does not present over fitting and 
has the best representation for large or rough data sets.  

 The isopleths from Shariati and co-workers used in the 
consistency thermodynamic were used; one set of such data 
is shown in Fig. (A.1). The interpolation functions and the 
results are shown in Table A1. In this table, Ni is the number 
of isopleths interpolated, %| E| is the average percent devia-
tions for the interpolation, %| P| is the absolute average 
percent deviation for pressure, and A, B, C and D are the 
fitted parameters for the interpolation functions. 
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Table A1. Interpolation Functions, Errors (%| E|) and Rela-

tive Deviation in Pressure (%| P|) 

Function Ni %| E| %| P| 

cubic spline 8 0.20 0.00 

CBTATP 2
++=  9 0.28 0.22 

DCTBTATP 23
+++=  11 0.19 0.11 

( )T/BAeP +=  1 0.53 0.45 

 P = e
A+ B/ T2( )  1 0.57 0.50 

 
 Table A1 shows that the value of %| E| is always greater 
than %| P|. Also, it shows that the cubic spline has %| P| = 
0, because cubic spline yields the exact experimental pres-
sure Pi for each experimental temperature Ti. In contrast, 
%| E| by definition uses a function fitted without the data 
point “i”, evaluated in the point “i” and then does not allow 
over fitting.  

 For systems with Px diagram from interpolated isopleths 
data, the mean value of %| E| for all isopleths was used for 

P. The mean value of %| E| for CO2 + [bmim][PF6], CO2 + 
[bmim][BF4] and CHF3 + [bmim][PF6] are 0.39%, 0.33% 
and 0.13%, respectively. These values are within the re-
ported experimental error, which has a range from 0.04% for 
high pressure to 1.7% for low pressure. Considering these 
values, when a reported experimental data set does not show 
experimental uncertainties, the value P = 0.1% was used.  
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