Permeability of Dual-Structured Porous Media
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Abstract: The effective permeability of dual-structured porous media has been determined through physical and numerical modeling. Example porous media consisting of a woven network of cylindrical bars overlaid by a network of spherical particles have been produced by a rapid prototyping technique. A glycerin-based solution, held in a pressurized reservoir, was forced through the porous samples. The resulting flow rate and pressure drop across the sample were measured and used to determine the permeability of each sample. Mathematical models, considering the continuity and momentum equations, were also developed for the geometries corresponding to the physical models. The results were compared with the analytical expressions of permeability reported by Khajeh and Maijer, Liu et al., and Carman-Kozeny. The measured permeabilities are in better agreement with the expressions reported by Khajeh and Maijer and Liu et al. than those calculated with the Carman-Kozeny expression.
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1. INTRODUCTION

Characterizing the flow conductance, namely the permeability, is one of the most important parameters, when investigating mass-transport phenomena in saturated porous media. For porous media that exhibit a variety of heterogeneities in their structures, the effective permeability may be described by using dual-structured model. In such model, the medium is considered to be made up of two regions, one associated with macro-pore or fractured network and the other filled within the void space of the fractured network [1].

For an idealized dual-structured porous medium, Liu et al., [2] introduced a theoretical expression, based on an analytical solution [3] to the Brinkman-Darcy equation, to describe the effective permeability of an array of square impermeable blocks placed in a fluid saturated porous medium. They focused on an equivalent continuum model and proposed an analytical expression to determine the effective permeability. Sano et al., [4] extended Liu et al.’s [2] work to calculate the effective permeability of a porous medium with impermeable blocks of different sizes. Khajeh and Maijer [5] developed an analytical expression based on a solution to the Brinkman-Darcy equation for the permeability of solidifying hypoeutectic aluminum alloys by considering the microstructure to be a dual-structured porous medium. The results of this study [5] showed that the expression developed based on solution to the Brinkman-Darcy equation is applicable to non-idealized dual-structured porous media.

In this study, the theoretical expression developed by Khajeh and Maijer [5] will be presented in a more general form. To assess the performance of the expression, the effective permeability of example dual-structured porous media consisting of a network of impinged spheres and woven bars is characterized through physical and numerical modeling and compared with predictions from various permeability expressions.

2. ANALYTICAL EXPRESSION

Khajeh and Maijer [5] developed an analytical expression for the effective permeability of a dual-structured porous medium. In this work, Porous Medium 1 is a network of impinged spheres with diameters of \( D_1 \) and porosity of \( \varepsilon_1 \), that is overlaid on Porous Medium 2 which is a network of interwoven bars with porosity of \( \varepsilon_2 \) and permeability of \( K_2 \). The porosity of each porous medium is calculated based on the volume of pores, or void space, per unit volume of the medium. Based on the solution to the Brinkman-Darcy equation and assuming that the empirical Carman-Kozeny equation for packed beds [6],

\[
K = \frac{\varepsilon^3 D^2}{180(1-\varepsilon)^2}
\]

is valid to describe the permeability of a porous medium consisting of a network of impinged spheres with uniform diameter, the effective permeability of the dual-structure medium is given by:

\[
K_e = \frac{\varepsilon_2 \varepsilon_1^3 D_1^2}{60(1-\varepsilon_1)^2} G(\theta)
\]

where

\[
G(\theta) = \frac{1}{\theta^2} - \frac{\tanh(\theta)}{\theta^3}
\]
\[ \theta = \frac{\varepsilon_1 D_1}{\sqrt{60(1-\varepsilon_1)}} \sqrt{\frac{\varepsilon_2}{K_2}} \]  
(4)

For the limiting case where there is no Porous Medium 2 (the void space of Porous Medium 1 is filled with fluid), \( \varepsilon_2 \rightarrow 1 \), \( K_2 \rightarrow \infty \), and \( \theta \rightarrow 0 \). For this case, \( G(\theta) \rightarrow 1/3 \) and \( K_e \) returns equation (1). For the other limiting case where there is no Porous Medium 1, \( \varepsilon_1 \rightarrow 1 \), \( \theta \rightarrow \infty \) and \( G(\theta) \rightarrow 1/\theta^2 \). For this case, \( K_e \) returns \( K_2 \). These limiting cases verify the performance of equation (2) with known behavior at the extremes of the dual-structure geometric conditions. For the case where the permeability of Porous Medium 1 is much larger than the permeability of Porous Medium 2, \( \theta \) is large, \( G(\theta) \rightarrow 1/\theta^2 \) and \( K_e = \varepsilon_1 K_2 \). This suggests that the effective permeability is determined predominately by the permeability of the finer porous medium, i.e. Porous Medium 2. This is in agreement with the expression developed by Gerke and Van-Genuchten [1] to describe saturated water flow in a structured soil system (micro scale soil in a macro scale rock matrix). Assuming no fracture in the rock, the problem is physically similar to the case of large \( \theta \).

After verifying the current mathematical expression with limiting cases, the permeability for example dual-structured porous media has been determined and compared with predictions from equation (2) and other expressions.

### 3. PERMEABILITY DETERMINATION

#### 3.1. Porous Samples

Porous samples consisting of a network of impinged spheres and woven bars have been developed for this study. The network of woven bars, consisting of two sets of 7×7×7 bars offset by \( \frac{1}{2} \) the inter-bar spacing in each direction, form a porous cube with a porosity fraction of 0.45 and an edge length of 50 mm (refer to Fig. 1-a). To generate the second overlaid porous medium, random locations were chosen within the network of woven bars as the origins of spherical particles and a Cellular Automaton (CA) model was employed to simulate their growth. For the sake of brevity, the reader is referred to [7] for a detailed description and assessment of the CA model employed in this study. The CA model was used to generate porous media with fractions of porosity, or void space, varying from 0.45 to 0.1 and different densities of spherical particles (6, 50 and 90 /domain). An example of the simulated porous medium produced with 50 spherical particles representing various porosity fractions are shown in Fig. (1-b to d).

#### 3.2. Physical Determination of Permeability

To measure the permeability of the dual-structured porous geometries, a physical modeling approach has been employed. Physical models of the porous geometries described in section 3.1 with 50 spherical particles and porosity fractions of 0.45, 0.36, 0.26, and 0.18 were constructed by Selective Laser Sintering (SLS). The SLS rapid prototyping machine used to produce the samples for this study was capable of an accuracy of 0.15 mm. Fig. (2) shows an example of a constructed replica for 50 spherical particles and porosity fraction of 0.26. The permeability of each replica was measured by passing glycerin through the physical models and measuring the discharge flow rate and pressure drop. The permeability was then calculated using Darcy’s Law:

![Fig. (1). Dual-structured porous media with N=50 and (a) \( \varepsilon=0.45 \), (b) \( \varepsilon=0.36 \), (c) \( \varepsilon=0.26 \), and (d) \( \varepsilon=0.18 \).](image-url)
\[ K = \frac{q \mu L}{\Delta P} \]  

(5)

where \( K \) is the permeability, \( q \) is the superficial velocity, \( \mu \) is the viscosity of glycerin, \( \Delta P \) is the pressure drop across the replica, and \( L \) is the length of the sample. A detailed description of the apparatus and testing procedure used in this study can be found in [8].

Fig. (2). SLS replica of the porous medium with \( N=50 \) and \( \varepsilon=0.26 \) (refer to Fig. 1-c).

The permeability tensor was measured by sequentially reorienting the replica samples inside the apparatus. To assess the consistency of the measurements, 4-10 successive measurements of the pressure and the flow rate were performed for each replica sample orientation.

3.3. Numerical Determination of Permeability

The permeability of the porous samples with 6, 50, and 90 spherical particles (described in section 3.1) was determined numerically by solving the full incompressible Navier-Stokes and continuity equations:

\[
\begin{align*}
\rho \frac{\partial u}{\partial t} + u \cdot \nabla u &= -\nabla p + \mu \nabla^2 u \\
\nabla \cdot u &= 0
\end{align*}
\]

(6)

(7)

where \( p \) and \( u \) are the local pressure and velocity in the computational domain, \( \rho \) is the liquid density (1260 kg m\(^{-3}\)), and \( \mu \) is the viscosity (1.2 Pa s). The permeability tensor for the cubic domain was calculated through sequential runs of the model where a low velocity flow was applied in the directions normal to each face.

The flow problem was solved with a 2\(^{nd}\)-order accurate Finite Volume Method (FVM) using the commercial CFD software, ANSYS CFX (ANSYS and CFX are registered trademarks of ANSYS, Inc., USA). A detailed description of the modeling methodology used in this study is available in [9]. An example of the predicted pressure distribution used in the calculation of the permeability is shown in Fig. (3). Using the predicted pressure drop across the domain and the superficial velocity of the fluid, the permeability was calculated using equation (5).

Fig. (3). Simulated pressure contour of porous medium with \( N=50 \) and \( \varepsilon=0.26 \) (refer to Fig. 1-c).

4. RESULTS AND DISCUSSION

The permeabilities (average of \( K_{xx} \), \( K_{yy} \) and \( K_{zz} \)) characterized experimentally and numerically are plotted versus the porosity fraction in Fig. (4). Numerical results are given for geometric conditions with the number of spherical particles, \( N \), equal to 6, 50 and 90. As shown, the absolute values of permeability decrease as \( N \) increases and porosity fraction decreases. The numerically calculated permeabilities for \( N \)}
equal to 50 are in close agreement with the permeabilities measured on the physical models (within ±20% of those determined through measurement). The differences between the numerically calculated and experimentally measured permeabilities can be attributed to the measurement uncertainties as discussed in [8]. The comparison of results for N equal to 50 suggests that the numerical modeling techniques employed in this study provide a good representation of the physics of this problem. Thus, the results for N equal to 6 and 90 are expected to be accurate representations of the variation of permeability for these structures. Fig. (4) also presents the permeabilities calculated with equation (2). As shown, the evolution of permeability with porosity fraction described by equation (2) is in good agreement with the numerically calculated values of permeability.

4.1. Characterized Permeabilities versus Available Expressions

To analyze the performance of the analytical expressions in more detail, the numerically predicted permeabilities have been compared with permeabilities calculated through equation (2) and two other expressions. Fig. (5) shows the numerically characterized permeabilities (normalized with the solid/liquid interfacial area per unit volume of solid, $S_v$) versus the total porosity fraction, $\varepsilon$ ($\varepsilon = \varepsilon_1 \varepsilon_2$). For comparison, lines representing equation (2), Liu et al.'s expression [2]:

$$K_e = \frac{(1-(1-\varepsilon_1)^{1/3})^2 (1-(1-\varepsilon_1)\varepsilon_2 D_1^2)}{4(1-\varepsilon_1)^{2/3}} G(\theta)$$

where

$$\theta = \frac{1-(1-\varepsilon_1)^{1/3} D_1}{2(1-\varepsilon_1)^{1/3}} \sqrt{\frac{\varepsilon_2}{K_2}}$$

(8)

and the Carman-Kozeny expression [10]:

$$K = \frac{\varepsilon^3}{kC S_v^2 (1-\varepsilon)^2}$$

(9)

where $S_v$ is the solid/porosity interfacial area per unit volume of solid and $kC$ is a constant, have been plotted in Fig. (5). The evolution of permeability with porosity fraction described by equation (2) is in good agreement with the numerically calculated values of permeability for the range of $N$ studied. Permeabilities calculated from the Carman-Kozeny expression deviate from the characterized permeabilities as $N$ increases. The smaller deviation with smaller $N$ is equivalent to the previous described case of large $\theta$ which leads to $K_e \rightarrow \varepsilon_1 K_2$. The deviation of the permeability calculated with Liu et al.'s expression [2] from the numerically predicted permeabilities decreases as $N$ increases. This suggests that Liu et al.'s expression should only be used for predicting the permeability when the length scales of two porous media are close, where as equation (2) can be used for a wide variety of length scales.

4.2. Comparison with Related Studies

Sano et al., [4] measured the effective permeability of fluid saturated porous media consisting of small and large spherical particles. Table 1 shows their measured permeabilities compared with permeabilities calculated using the
current mathematical expression (refer to equation (2)), Liu et al.’s expression [2] (refer to equation (8)), and the Carman-Kozeny expression for packed beds [6] (refer to equation (1)). The permeability calculated using expressions derived from the solution of Brinkman-Darcy equation, i.e. equation (2) and Liu et al.’s, are in a closer agreement with experimental values than those calculated by the Carman-Kozeny expression. Moreover, the Liu et al.’s permeabilities deviate from experimental values as the difference between length scales of two porous media, i.e. diameters of particles, increases. This is in accordance with the results of this study as discussed in the previous section.

CONCLUSIONS

The effective permeability of example dual-structured porous media has been determined through physical and numerical modeling and compared with the permeability calculated by three available analytical expressions. Comparison of the numerically calculated and measured permeabilities showed close agreement (within ±20%). Studying the characterized permeabilities of dual-structured porous media in this study and in Sano et al.’s study showed that expressions derived from the solution of Brinkman-Darcy equation, i.e. equation (2) and Liu et al.’s, are in a closer agreement with experimental values than those calculated with the Carman-Kozeny expression. Hence, these mathematical models can be used for estimating the permeability of dual-structured porous media.

Table 1. Permeability of Porous Media Consisting of Spherical Particles of Different Sizes

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon_1$</th>
<th>$\varepsilon_2$</th>
<th>$-\log K$ (K in m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1=1.0\text{mm}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_2=0.5\text{mm}$</td>
<td>0.44</td>
<td>0.86</td>
<td>9.29</td>
</tr>
<tr>
<td></td>
<td>0.47</td>
<td>0.76</td>
<td>9.30</td>
</tr>
<tr>
<td></td>
<td>0.51</td>
<td>0.73</td>
<td>9.18</td>
</tr>
<tr>
<td></td>
<td>0.57</td>
<td>0.66</td>
<td>9.23</td>
</tr>
<tr>
<td></td>
<td>0.67</td>
<td>0.53</td>
<td>9.52</td>
</tr>
<tr>
<td></td>
<td>0.76</td>
<td>0.49</td>
<td>9.58</td>
</tr>
<tr>
<td>$D_1=2.3\text{mm}$</td>
<td>0.37</td>
<td>0.89</td>
<td>8.70</td>
</tr>
<tr>
<td>$D_2=0.5\text{mm}$</td>
<td>0.43</td>
<td>0.66</td>
<td>9.30</td>
</tr>
<tr>
<td></td>
<td>0.47</td>
<td>0.58</td>
<td>9.43</td>
</tr>
<tr>
<td></td>
<td>0.56</td>
<td>0.52</td>
<td>9.56</td>
</tr>
<tr>
<td></td>
<td>0.65</td>
<td>0.46</td>
<td>9.65</td>
</tr>
<tr>
<td></td>
<td>0.78</td>
<td>0.42</td>
<td>9.61</td>
</tr>
<tr>
<td>$D_1=5.0\text{mm}$</td>
<td>0.43</td>
<td>0.48</td>
<td>9.73</td>
</tr>
<tr>
<td>$D_2=0.5\text{mm}$</td>
<td>0.46</td>
<td>0.48</td>
<td>9.79</td>
</tr>
<tr>
<td></td>
<td>0.47</td>
<td>0.42</td>
<td>9.82</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
<td>0.42</td>
<td>9.74</td>
</tr>
<tr>
<td></td>
<td>0.72</td>
<td>0.40</td>
<td>9.74</td>
</tr>
<tr>
<td></td>
<td>0.79</td>
<td>0.39</td>
<td>9.66</td>
</tr>
</tbody>
</table>
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